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Introduction

Clinical research is vitally important for translating basic  
scientific discoveries into improved medical and public 
health practice through research involving human subjects.1 
The goal is to generate high-quality evidence to inform stand-
ards of care or practice. At its later stages, clinical research, 
in the form of clinical trials or observational studies, often 
focuses on comparing health outcomes between groups of 
persons who differ based on a treatment received or some 
other external exposure.2

The scientific method dictates that we test falsifiable 
hypotheses with quantitative data.3 Evidence for or against 
a treatment or exposure must be evaluated statistically to 
determine if any observed differences are likely to represent 
true differences or are likely to have occurred by chance. 
Statistical methods are used to conduct hypothesis testing 
to this end.4 In addition, statistical methods are employed 
to summarize the results of a study and to estimate the 
observed effect of the treatment or exposure on the outcome 
of interest.4

All clinical trials and many observational studies have a 
designated primary outcome of interest, which is the quan-
titative metric used to determine the effect of the treatment 
or exposure. The statistical properties, such as its probabil-
ity distribution, of the outcome variable and quantifying 
changes in said variable due to the exposure are of primary 
importance in determining the choice of statistical method-
ology.4,5 Here, we review some of the most common types 
of outcome variables in comparative research and common 
statistical methods used for analysis.

Approach

In this summary, we review standard statistical methodology 
used for data analysis in clinical research. We identify five 
common types of outcome data and provide an overview 
of the typical methods of analysis, effect estimates derived, 
and graphical presentation. We aim to provide a resource 
for the clinical researcher who is not a practicing statisti-
cian. Methods discussed can be reviewed in more detail in 
graduate-level textbooks on applied statistics, which are 
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Particularly in the clinical field, a larger variety of 
statistical analyses are conducted and results are 
utilized by a wide range of researchers, with some 
having more in-depth statistical training than others. 
Thus, we set out to summarize and outline appropri-
ate statistical analyses for the most common data 
found in clinical research. We aimed to make this 
body of work comprehensive, yet brief and such that 
anyone working in clinical or public health research 
could gain a basic understanding of the different 
types of data and analyses.
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referenced throughout our summary. We also provide ref-
erences for real-world clinical research projects that have 
employed each core method. In addition, the procedures 
available in standard statistical software for data analy-
sis in each of these scenarios are provided in Supplemental 
Tables 1 and 2.

At the core, there are generally two categories of outcome 
data: discrete and continuous. By definition, discrete data, 
also called categorical data, are the data that have natural, 
mutually exclusive, non-overlapping groups.6 Two exam-
ples would be severity, defined as mild, moderate, or severe, 
and intervention exposure groups, such as those receiving 
the intervention and those not receiving the intervention. 
Such categories may be ordinal (having an inherent order) 
or nominal (no inherent order) and can range from two 
groups or more.6 The categories may represent qualitative 
groups (such as the previous examples) or quantitative data, 
that is, age groupings, such as 18–35, 36–55, 56 years and 
above.

Continuous data have more flexibility and can be defined 
as a variable that “can assume any values within a speci-
fied relevant interval of values.”6,7 More concrete examples 
include a person’s age, height, weight, or blood pressure. 
While we may round for convenience, that is, round to the 
nearest integer (year) for age, there are no theoretical gaps 
between two continuous values. Addressing perhaps an 
obvious question, there are unique situations where data 
may skirt between discrete and continuous. For example, 
when does a quantitative ordinal discrete variable have 
enough categories to be considered a continuous variable? 
These are often a situation-by-situation basis and decided a 
priori before the onset of the study.

In addition to the type of data, the sample size may also 
influence the method used for calculating test statistics and 
p-values for statistical inference. When sample sizes are suf-
ficiently large, we typically use a class of statistics called 
asymptotic statistics that rely on a result known as the 
central limit theorem.8 These often rely on a Z statistic, chi-
square statistic, or F statistic. When sample sizes are more 
limited, we typically use non-parametric or exact statistical 
methods that do not rely on these large sample assumptions. 
Most of the statistical methods that we review here rely on 
asymptotic statistics in their basic form, but often have an 
analogous method relying on exact and or non-parametric 
methods.9 When a researcher encounters small sample sizes, 
it is important to consider these alternative methods.

In addition to identifying appropriate statistical method-
ology for testing hypotheses given the study’s outcome data, 
there are a number of additional influences that should be 
considered, such as effect modification and confounding. 
Additional factors can alter the association of the exposure 
and outcome and thus are critical to consider when analyz-
ing biological associations. Effect modification, by definition, 
occurs when a third factor alters the effect of the exposure 
on the outcome.10 Specifically, the magnitude of this altera-
tion changes across the values of this third factor. A sepa-
rate phenomenon, known as confounding, occurs when an 
imbalance in the distribution of a third factor in the data 
distorts the observed effect (association) of the exposure on 
the outcome.10 To meet the criteria of a confounder, this third 

factor must be associated with the exposure and with the 
outcome but not in the casual pathway. If all scenarios above 
occur, this third factor is a confounder and introduces bias 
when not properly controlled. While effect modification is 
a biologic phenomenon in which an exposure impacts the 
outcome differently for different groups of individuals, con-
founding is a phenomenon caused by the imbalance of the 
data itself and may not have biologic significance.

An important consideration is that the effect-modifying 
or confounding factor is not in the casual pathway from the 
exposure to outcome. The casual pathway is the primary 
biological pathway in which the exposure influences the out-
come. For example, if Variable A causes Z, and Z causes Y, 
then Variable Z is on the causal pathway from A to Y. In this 
case, controlling for Z as either a confounder or effect modi-
fier while estimating the effect of A on Y will induce bias 
in the estimate. Investigators should also avoid controlling 
for common effects of A and Y, which can induce “collider 
bias.” We will discuss how to assess for effect modification 
and confounding later.

Methods for common variable types

Continuous data

Continuous data, as described above, are quantitative data 
with no theoretical gaps between values, where the range 
(minimum and maximum) of values is dependent on what 
is being measured. For example, the natural range for age is 
(0, ~100) while the natural range for temperature measured 
in degrees Fahrenheit is (−459.67, 134). These types of data 
are often summarized with a central measurement and a 
spread measurement.7 The most common central measure-
ments are the mean or median and represent the “center” of 
the observed data. The spread measurement aims to quan-
tify how much variation is in the data or how much of the 
data deviates from the central measurement. Thus, if a mean 
is presented as the central metric, the variance or standard 
deviation is typically presented as the spread measurement. 
If the median is presented as the central metric, the inter-
quartile range (IQR: 25th and 75th percentile) and range 
(minimum and maximum) are reported as the spread meas-
urement. Understandably, the next question is: which metric 
to use and when?

This leads to the topic of data distributions. If our continu-
ous data follow what we call a normal probability distribu-
tion, this is a symmetric distribution around the mean and 
therefore, our mean and median will be approximately the 
same value.7 While it is statistically appropriate to report 
either the mean (with variance or standard deviation) or the 
median (with IQR and range), if our data follow a normal 
distribution, the most common practice is to report the mean. 
If the data are skewed and do not follow a normal distribu-
tion, it is appropriate to report the median. If the data are 
skewed, the mean is pulled toward the more extreme values 
and no longer a true central measurement, while the median 
is not influenced by skewness.7

A normal distribution is a statistical probability distribu-
tion, defined by a mean and variance, that illustrates the 
probability of observing a specific value or values from 
the data. It has convenient statistical properties, such as a 
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pre-specified probability density function and cumulative 
density function, which are the functions that calculate said 
probabilities.7 In addition to the normal distribution, other 
distributions exist for continuous data and discrete data. 
Other continuous distributions include, but not limited to 
exponential, chi-square, F, T, gamma, and beta distributions.8 
Discrete distributions include, but not limited to Bernoulli, 
binomial, Poisson, negative binomial, and hypergeometric.8 
Each distribution is defined by one or more parameters which 
control the average, standard deviation, and other aspects of 
the distribution. If the data follow one of these known distri-
butions, calculating the likelihoods of occurrence, such as for 
hypothesis testing, becomes straightforward.

How we determine if data follow one of these distribu-
tions vary for each type of distribution. For the scope of this 
body of work, we will only cover how to assess if a continu-
ous variable follows a normal distribution. There are three 
ways in which one can assess normality, each has its strength 
and weakness and, therefore, encourage the consideration of 
all three approaches. Normality can be assessed visually with 
quantile–quantile (QQ) plots, visually with histograms, or by 
statistical test (Shapiro–Wilk test, Kolmogorov–Smirnov test, 
Cramer–von Mises test, or Anderson–Darling test).11,12 Other 
tests exist but these are the most commonly available in sta-
tistical software. The normality tests tend to be very strict, 
and the smallest deviations will lead to non-normal conclu-
sion.11,12 The visual assessments, such as the QQ plots and 
histograms, are more subjective to the researcher’s judgment, 
hence useful to consider visual and statistical approaches.

When our outcome variable is normally distributed, 
there are several factors that must be considered for select-
ing the appropriate statistical method to test the hypoth-
esis, such as number of samples, independence, and so on. 
These analyses have been summarized in Table 1. Note this 
table is not comprehensive but a generalized summary of 
common analyses and assumptions. When the continuous 
outcome violates normality, or the sample size is small, non-
parametric approaches can instead be used. Non-parametric 
approaches are analyses that do not make any assumptions 
about the type of distribution; they can analyze normal and 
non-normally distributed data. However, if data are normal, 
parametric approaches are more appropriate to implement. 

If our aim is to quantify the association between an out-
come and exposure, we can apply linear regression (assuming 
all assumptions are met, see Table 1). As outlined earlier, we 
need to consider possible effect modifiers and confounders. 
To assess for effect modification, we can do so by introduc-
ing an interaction term in the model. As a simple example, 
the model would contain the exposure variable, the possi-
ble effect modifier, and a multiplication term between the 
exposure and possible effect modifier (termed the interaction 
term). If the interaction term is statistically significant, we 
would conclude effect modification is present. If a variable 
is not an effect modifier, consideration for confounding is 
then checked. There exist different approaches for assessing 
confounding but the most widely used is the 10% rule. This 
rule states that a variable is a confounder if the regression 
coefficient for the exposure variable changes by more than 
10% with the inclusion of the possible confounder in the 
model. A nice example of this can be seen in Ray et al. (2020).16

Counts and rates

Count data are the number of times a particular event occurs 
for each individual, taking non-negative integer values.  
In biomedical science, we most often look at count data over 
a period of time, creating an event rate (event count / period 
of time). The simplest analysis of these data involves cal-
culating events per patient-year of follow-up. When con-
ducting patient-year analyses in large populations, it is often 
acceptable to look at this statistic in aggregate (sum of total 
events in the population / sum of total patient-years at risk 
in the population). Confidence intervals can be calculated by 
assuming a Poisson distribution.

Statistical modeling of count data or event rates is common 
with a Poisson model. These models can adjust for confound-
ing by other variables and incorporate interaction terms for 
effect modification. When a binary treatment variable is used 
with event rate as the outcome, incidence rate ratios (with 
confidence intervals) can be estimated from these models. The 
model can be extended to a zero inflated Poisson (ZIP) model 
or a negative binomial model when the standard Poisson 
model does not fit the data well. Population level analyses 
often look at disease incidence rates and ratios using these 
methods.17,18 Recently, this type of statistic modeling is at the 
core of statistical methods used to calculate vaccine efficacy 
against COVID-19 in a highly impactful randomized trial.19

Binary data

Arguably, the simplest form of an outcome variable in clinical 
research is the binary variable for which every observation 
is classified in one of two groups (disease versus no disease, 
response versus no response, etc.).20 We typically assume a 
binomial statistical distribution for this type of data. When 
the treatment variable is also binary, results can be analyzed 
by the simple analysis of the classic 2 × 2 table. From this table, 
we can estimate the proportion of responses, odds of response, 
or risk of response/disease within each treatment group. We 
then compare these estimates between treatment groups using 
differences or ratio measures. These include the difference 
in proportions, risk difference, odds ratios, and risk ratios 
(relative risk). Hypothesis testing around these estimates 
may utilize the chi-square test to assess the general associa-
tion between the two variables, large sample asymptotic tests 
relying on normality under the central limit theorem, or exact 
tests that do not assume a specific statistical distribution.

Statistical models for binary outcomes can be constructed 
using logistic regression. In this way, the effect estimates 
(typically the odds ratio) can be adjusted for confounding by 
measured variables. These models typically rely on asymp-
totic normality for hypothesis testing but exact statistics are 
also available. The models can also assess effect modification 
through statistical interaction terms. An example of the clas-
sical 2 × 2 table can be referenced in Khan et al.21 A typical 
application of logistic regression can be seen in Ray et al.22 We 
have summarized methods for categorical data in Table 2.

Multinomial data

Multinomial data are a natural extension of binary data 
such that it is a discrete variable with more than two levels. 
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It follows that the extensions of logistic regression can be 
applied to estimate effects and adjust for effect modification 
and confounding. However, multinomial data can be nomi-
nal or ordinal. For nominal data, the order is of no impor-
tance and, therefore, the models use a generalized logit link.23 
This will select one category as a referent category and then 
perform a set of logistic regression models, each comparing 
one non-referent level to this referent level. For example, in 
Kane et al.,24 they applied a multinomial logistic regression 
to model type of treatment (five categories) as a function of 
education level and other covariates. They select watchful 
waiting as the referent treatment. The analysis thus had four 
logistic regressions to report, respective of each of the other 
treatment categories compared to watchful waiting.

If the multinomial data are ordinal, we use a cumulative 
logit link in the regression model. This link will model the 
categories cumulatively and sequentially.23 For example, sup-
pose our outcome has three levels, 1, 2, and 3 and are repre-
sentative of the number of treatments. Cumulative logit will 
conduct two logistic regressions: first, Modeling Category 1 
versus Categories 2 and 3 (combined) and then Categories 1 
and 2 (combined) versus Category 3. Because of the combin-
ing of categories, this assumes that the odds are proportional 
across categories. Thus, this assumption must be checked 
and satisfied before applying this model. Depending on the 
outcome, only one of the logistic models may be needed, 
such as in Bostwick et al.,25 where their outcome was pallia-
tive performance status (low, moderate, and high) and the 
effects of cancer/non-cancer status. Here, they only reported 
high-performance status versus moderate and low combined 
as their outcome.

Time-to-event

Time-to-event data, often called survival data, compare the 
time from a baseline point to the potential occurrence of an 
outcome between groups.26 These data are unique as a sta-
tistical outcome because they involve a binary component 
(event occurred or event did not occur) and the time to event 
occurrence or last follow-up. Both the occurrence of event 
and the time it took to occur are of interest. These outcomes 
are most frequently analyzed with two common statistical 
methodologies, the Kaplan–Meier method and the Cox pro-
portional hazards model.26

The Kaplan–Meier method allows for the estimation of 
a survival distribution of observed data in the presence of 
censored observations and does not assume any statistical 
distribution for the data.26,27 In this way, knowledge that an 
individual did not experience an event up to a certain time 
point, but is still at risk, is incorporated into the estimates. 
For example, knowing an individual survived 2 months after 
a therapy and was censored is less information than knowing 
an individual survived 2 years after a therapy and was cen-
sored. The method assumes that the occurrence of censoring 
is not associated with the exposure variable. In addition to 
estimating the entire curve over time, the Kaplan–Meier plot 
allows for the estimation of the survival probability to a cer-
tain point in time, such as “5-year” survival. Survival curves 
are typically estimated for each group of interest (if exposure 
is discrete), shown together on a plot. The log-rank test is 

often used to test for a statistically significant difference in 
two or more survival curves.26 An analogous method, known 
as Cumulative Incidence, takes a similar approach to the 
non-parametric Kaplan–Meier method, but starts from zero 
and counts events as they occur, with estimates increasing 
with time (rather than decreasing).26 Cumulative Incidence 
analyses can also be adjusted for competing risks, which 
occur when subjects experience a different event during the 
follow-up time that precludes them from experiencing the 
event of primary interest. In the presence of competing 
risks, Cumulative Incidence curves can be compared using 
Gray’s test.26

Time-to-event data can also be analyzed using statistical 
models. The most common statistical model is the Cox pro-
portional hazards model.28 From this model, we can estimate 
hazard ratios with confidence intervals for comparing the 
risk of the event occurring between two groups.26 Multiple 
variable models can be fit to incorporate interaction terms or 
can be adjust for confounding (the 10% rule can be applied 
to the hazard ratio estimate). Although the Cox model does 
not assume a statistical distribution for the outcome variable, 
it does assume that the ratio of effect between two treatment 
groups is constant across time (i.e., proportional hazards). 
Therefore, one hazard ratio estimate applies to all time points 
in the study. Extensions of this model are available to allow 
for more flexibility, with additional complexity in interpreta-
tion. Examples of standard applications of the Kaplan–Meier 
method and Cox proportional hazards models can be seen in 
recent papers by Mok et al.29 and Aparicio et al.30

Generalized linear models

With the exception of time-to-event data, all of the statistical 
modeling techniques described above can be classified as 
some form of generalized linear model (GLM).20 Modern sta-
tistical methods utilize GLMs as a broader class of statistical 
model. In the GLM, the outcome variable can take on differ-
ent forms (continuous, categorical, multinomial, count, etc) 
and it is mathematically transformed using a link function. 
In fact, the statistical modeling methods we have discussed 
here are each a special case of a GLM. The GLM can accom-
modate multiple covariates that could be either continuous 
or categorical. The GLM framework is often a useful tool for 
understanding the interconnectedness of common statistical 
methods. For the interested reader, an elegant description of 
the most common GLMs and how they interrelate is given 
in Chapter 5 of Categorical Data Analysis by Alan Agresti.20

Concerns of bias and validity

While statistical significance is necessary to demonstrate 
that an observed result is not likely to have occurred by 
chance alone, it is not sufficient to insure a valid result. Bias 
can arise in clinical research from many causes, including 
misclassification of the exposure, misclassification of the 
outcome, confounding, missing data, and selection of the 
study cohort.10,31 Care should be taken at the study design 
phase to reduce potential bias as much as possible. To this 
end, application of proper research methodology is essen-
tial. Confounding can sometimes be corrected through 
statistical adjustment after collection of the data, if the 
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confounding factor is properly measured in the study.10,31 
All of these issues are outside the scope of basic statistics 
and this current summary. However, good clinical research 
studies should consider both statistical methodology and 
potential threats to validity from bias.10,31

Discussion

In this review, we have discussed five of the most common 
types of outcome data in clinical studies, including contin-
uous, count, binary, multinomial, and time-to-event data. 
Each data type requires specific statistical methodology, 
specific assumptions, and consideration of other important 
factors in data analysis. However, most fall within the over-
arching GLM framework. In addition, the study design is an 
important factor in the selection of the appropriate method. 
Statistical methods can be applied for effect estimation, 
hypothesis testing, and confidence interval estimation. All of 
the methods discussed here can be applied using commonly 
available statistical analysis software without excessive cus-
tomized programming.

In addition to the common types of data discussed here, 
other statistical methods are sometimes necessary. We have 
not discussed in detail situations where data are correlated 
or clustered. These scenarios typically violate the independ-
ence assumption required by many methods. Common 
subsets of these include longitudinal analyses with multi-
ple observations collected across time and time series data 
which also require specialized techniques. We have also not 
covered situations where outcome data are multidimen-
sional, such as the case for research in genetics. The analysis 
of large amounts of genetic information often relies on the 
basic methods discussed here, but special considerations and 
adapted methodology are needed to account for the large 
numbers of hypothesis tests conducted. One consideration is 
multiple comparisons. When a single sample is tested more 
than one time, this increases the chance of making either 
type I or II error.32 This means we incorrectly reject or fail to 
reject the null hypothesis given the truth at the population 
level. Because of this increased likelihood of error, the signifi-
cance level must be adjusted. These types of adjustments are 
not discussed here. Moreover, this overview is not compre-
hensive, and many additional statistical methodologies are 
available for specific situations.

In this work, we have focused our discussion on statistical 
analysis. Another key element in clinical research is a priori 
statistical design of trials. Appropriate selection of the trial 
design, including both epidemiologic and statistical design, 
allows data to be collected in a way that valid statistical com-
parisons can be made. Power and sample size calculations are 
key design elements that rely on many of the statistical prin-
cipals discussed above. Investigators are encouraged to work 
with experienced statisticians early in the trial design phase, 
to ensure appropriate statistical considerations are made.

In summary, statistical methods play a critical role in clini-
cal research. A vast array of statistical methods are currently 
available to handle a breath of data scenarios. Proper appli-
cation of these techniques requires intimate knowledge of 
the study design and data collected. A working knowledge 
of common statistical methodologies and their similarities 

and differences is vital for producers and consumers of clini-
cal research.
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