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Abstract
There is an evolution and increasing need for the utilization of emerging cellular, molecular

and in silico technologies and novel approaches for safety assessment of food, drugs, and

personal care products. Convergence of these emerging technologies is also enabling rapid

advances and approaches that may impact regulatory decisions and approvals. Although

the development of emerging technologies may allow rapid advances in regulatory decision

making, there is concern that these new technologies have not been thoroughly evaluated

to determine if they are ready for regulatory application, singularly or in combinations. The

magnitude of these combined technical advances may outpace the ability to assess fit for

purpose and to allow routine application of these new methods for regulatory purposes.

There is a need to develop strategies to evaluate the new technologies to determine which

ones are ready for regulatory use. The opportunity to apply these potentially faster, more

accurate, and cost-effective approaches remains an important goal to facilitate their incor-

poration into regulatory use. However, without a clear strategy to evaluate emerging tech-

nologies rapidly and appropriately, the value of these efforts may go unrecognized or may

take longer. It is important for the regulatory science field to keep up with the research in

these technically advanced areas and to understand the science behind these new

approaches. The regulatory field must understand the critical quality attributes of these

novel approaches and learn from each other’s experience so that workforces can be trained to prepare for emerging global

regulatory challenges. Moreover, it is essential that the regulatory community must work with the technology developers to

harness collective capabilities towards developing a strategy for evaluation of these new and novel assessment tools.

Impact statement
Emerging technologies will play a major

role in regulatory science in the future. One

could argue that there has been an evolu-

tion of use and incorporation of new

approaches from the very beginning of the

safety assessment process. As the pace of

development of novel approaches esca-

lates, it is evident that assessment of the

readiness for these new approaches to be

incorporated into the assessment process

is necessary. By examining the areas of

Artificial Intelligence (AI) and Machine

Learning (ML); Omics, Biomarkers, and

Precision Medicine; Microphysiological

Systems and Stem Cells; Bioimaging and

the Microbiome, clear examples as to how

to assess the reproducibility, reliability and

robustness of these new technologies have

been revealed. In a group movement, there

is a call for product developers, regulators,

and academic researchers to work

together to develop strategies to verify the

utility of these novel approaches to predict

impact on human health.
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Introduction

The organizing committee of the Global Summit on
Regulatory Science (GSRS20) recruited a world-class set
of authors carefully selected to address the theme of
Emerging Technologies and Their Impact on Regulatory
Science. Although the development of emerging technolo-
gies may allow rapid advances in regulatory decision
making, there is concern that these new technologies have
not been thoroughly evaluated to determine if they are
ready for regulatory application. The number and diversity
of these alternate approaches may make it challenging to
determine whether the approach is ready for routine use in
the regulatory environment. There is a need to develop
strategies to evaluate the new technologies to determine
their reliability, reproducibility and robustness as applied
to regulatory decision making. The new approaches need to
be evaluated to determine if these potentially faster, more
accurate, and cost-effective approaches are ready for regu-
latory use. A clear strategy needs to be developed to eval-
uate emerging technologies rapidly and appropriately. In
addition, regulatory scientists need to work with the novel
approaches to understand the strengths and limitations of
these new approaches. The regulatory field must set accept-
able quality standards for these novel approaches and
share this information with others working in the field of
regulatory science. It is critical that the regulatory commu-
nity work with the technology developers to harness the
full value of the new technology and develop a strategy for
evaluation of these novel assessment approaches.

The carefully selected authors at the GSRS20 provide a
full understanding of the scope and status of global accom-
plishment in the application of emerging technologies to
regulatory science. The GSRS20 organizing committee
under the leadership of the Global Coalition for
Regulatory Science Research (GCRSR) assembled an out-
standing set of international science thought leaders to
address the promise of emerging technologies and their
application to regulatory science.

A series of introductory contributions from global
research/regulatory leaders is provided to set the stage
and introduce the needs for and contributions of emerging
technologies and their impact on regulatory science. The
first presentation is from the director of America’s
National Institutes of Health, Dr. Francis Collins, a
proven world leader in the development of new technology
and the importance of applying emerging technologies for
improving public health. Dr. Collins’ comments are fol-
lowed by Dr. Bernhard Url, Executive Director of the
European Food Safety Authority (EFSA), European Union
(EU), a world leader in assessing safety. He emphasizes the
three challenges: speed, complexity, preparedness in the
safety assessments in the world’s food supply. Next,
Dr. Elke Anklam, principal advisor on life sciences at the

Joint Research Center of the European Commission pro-
vides comments about emerging technologies and their
huge potential impact on the risk assessment of drugs
and chemicals. From the National Institute of Health
Sciences, Japan, Dr. Masamitsu Honma, deputy director
general, addresses the regulatory sciences from his per-
spective in Asia. Following that, Dr. Margaret Hamburg,
foreign secretary for America’s National Academy of
Medicine, provides some historical background concerning
the regulatory sciences and the GSRS20.

Next to provide comment is RADM Denise Hinton, the
FDAChief Scientist. She describes FDA’s regulatory science
and innovation initiatives. Dr. Primal Silva, the Chief
Science Operating Officer at the Canadian Food
Inspection Agency, provides his perspective on technolo-
gies and regulatory science as does Dr. Anand Shah, the
former Deputy Commissioner for Medical and Scientific
Affairs at the U.S. FDA. Dr. George Kass, from the EFSA,
introduces the developments in regulatory science in food
safety from a EU perspective.

Following these opening addresses, there are several
presentations within the topic of Track A, Artificial
Intelligence for Drug Development and Research
Assessment. This segment is introduced by Weida Tong
from NCTR/FDA and Arnd Hoeveler from the Joint
Research Centre of the European Commission (EC-JRC).
Next, Track B, focused on OMICS, Biomarkers, and
Precision Medicine, introduced by Neil Vary and Primal
Silva from the Canadian Food Inspection Agency and
Richard Beger NCTR/FDA and Susan Sumner UNC,
Chapel Hill. Track C, focused on Microphysiological
Systems and Stem Cells, is introduced by William Slikker,
Jr., NCTR/FDA, and Elke Anklam from EC-JRC. Track D is
focused on bio-imaging research in regulatory science and
is described by Drs. Serguei Liachenko from the NCTR/
FDA and John Waterton from the University of
Manchester, U.K. Finally, the study of the microbiome in
regulatory science is described by George Kass and
Reinhilde Schoonjans, from the EFSA.

Global thought leaders’ opening
contributions

Francis S. Collins, MD, PhD, Director, National
Institutes of Health, USA

This year’s summit focuses on emerging technologies and
their application to regulatory science. I want to give spe-
cial thanks to all the presenters, and to Dr. Slikker, Dr. Tagle,
and all of the others who have worked hard to put this
together, even in the face of the global COVID-19 pandemic
and the need of carrying this out in a virtual format.

Emerging technologies are playing critical roles in the
development of new approaches to address the safety of
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foods, drugs, and healthcare products. And their impor-
tance this year—and our collective charge to ensure their
responsible application in regulatory science—is certainly
highlighted by what’s happening with COVID-19. This
pandemic has taken on a remarkable priority in all our
lives and in our work and it is why we’re having this
global summit in a virtual workspace, instead of being all
together in one place.

NIH is proud to have played a role in the development
of all the emerging technologies that are being featured in
this summit. And I think these technologies, which are
finding their way into all kinds of applications, are some
of the greatest hits that I have seen developed during my
more than a quarter century at NIH. So, it is highly appro-
priate that this summit focuses on trying to make sure that
we are doing everything possible to advance such technol-
ogies and to use regulatory science to implement them in
ways that are safe and effective for the public.

Those technologies that we’re talking about include
MPSs, otherwise known as tissue chips, that are being
used for preclinical safety and efficacy studies, as well as
toxicology studies. NIH is a world leader in developing
this technology and has worked closely with FDA along
the way.

A second area is AI and ML. Everybody is busy figuring
out ways to apply these technologies. We in the life sciences
are finding some remarkable moments of opportunity
there, including in drug development.

Thirdly, we have -omics, all of those -omics: genomics,
transcriptomics, metabolomics, and so on. These technolo-
gies have many valuable applications, including for the
discovery of biomarkers for advancing precision medicine
and for gaining insights into details of how cells do what
they do, how disease happens, andwhat we can do about it.

We also need to acknowledge the role of the microbiome
in health and disease. Increasingly, we are recognizing that
we humans are not an organism, we’re a superorganism.
So, we must think, in many instances, about interactions
between ourselves and the microbes that live on us and
in us, which can both help us stay healthy or, if things get
out of balance, can cause illness. Obviously, that has impor-
tant implications for regulatory science as well.

All of these things are a good fit for what we are asking
you all to address during this virtual summit. It does
demand, if you’re getting into questions about regulatory
decision-making, rigorous assessments of what we know—
and what we don’t know—may take us a bit beyond the
traditional academic lab. I’m glad that we’re having this
gathering that mixes various perspectives together in
useful ways. It’s not just about mixing representatives of
particular scientific communities, it’s about countries as
well. Certainly, the effort to try to harmonize regulatory
decisions needs to be global and to depend upon close
interactions between research funding and regulatory
agencies.

Thinking back about the efforts that we have conducted
since I’ve been an NIH director, which is now a little over 11
years, I’m particularly pleased that we were able, early on,
to set up an NIH-FDA Leadership Council. This has pro-
vided an opportunity for the senior leadership of NIH and

FDA to identify areas in which we could work together
particularly effectively. A past example of this is what’s
been done with tissue chips. A current example is the
development of next-generation sequencing tests, and, of
course, AI and ML are in that space as well. We are count-
ing on that leadership council to continue to be a valuable
forum for figuring out ways that we can work together.
Frankly, I think this summit will provide some valuable
ideas for our leadership council about new challenges
that we ought to take on or about existing areas that we
might steer in a somewhat different direction. We’re count-
ing on learning from this gathering.

Coming back to COVID-19, certainly all of the emerging
technologies that you’re going to be talking about have
opportunities to provide hope in these pandemic times.
By advancing the cause of science, including regulatory
science, we have opportunities to find real solutions at a
pace that needs to be as rapid as it possibly can. We have
this wonderful relationship with the FDA, along with
industry partners and other government agencies, that is
called ACTIV, which stands for Accelerating COVID-19
Therapeutic Interventions and Vaccines. That effort, started
in April 2020, has accelerated the pace of designing master
protocols, identifying clinical trial capacity, focusing on
vaccines and therapeutics, and focusing also on preclinical
efforts in ways that have never been done before. In the
past, you might have contemplated putting together such
a public-private partnership in a two-year period. But
ACTIV was put together in about two weeks and continues
to be a remarkable contributor to the fact that we are as far
along as we are now, in terms of testing out and prioritizing
therapeutics, vaccines, and other approaches. Certainly,
FDA has been a critical part of that whole enterprise.

In the diagnostic arena, we also have very important
issues. We recognize that testing for COVID-19, while it’s
come a long way, would be more advantageous if we had
even more capabilities for doing point-of-care testing.
That’s what the RADx program, standing for Rapid
Acceleration of Diagnostics, aims to do by bringing new
platforms forward, getting them validated, going to FDA,
and seeking Emergency Use Authorization (EUA) approval
of those so they can be deployed. Of course, we count on
FDA to be rigorous in those analyses, so that we’re sure that
what we’re offering the public happens quickly, but also in
a way that can be trusted.

The need for the kind of conversation we’re having at
this GSRS20 summit can hardly be overemphasized. In the
midst of everything else that’s swirling around us, I really
appreciate people taking the time to come and make pre-
sentations, and others to listen carefully and engage in dis-
cussion and to see if there are specific actions coming out of
this that could be a useful contribution to the critical path
forward.

That means celebrating accomplishments, but also look-
ing closely and honestly at weaknesses to figure out ways
that we could collectively address those. So, all of that’s on
the table. Again, I am sorry for not to be able to look out
over a sea of faces of people who are going to be engaged in
this enterprise. I will have to satisfy myself by knowing
you’re there and being confident with the leadership that
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has put this agenda together. Some really good science will
get presented and talked about, and some actions will be
identified. I look forward to hearing what actions are
moving forward from the leadership.

So, to all the presenters, organizers, and participants,
I want to say thank you to everybody and may you have
a wonderfully productive GSRS20.

Bernhard Url, PhD, Executive Director, European Food
Safety Authority

EFSA is tasked to provide scientific advice to the EU insti-
tutions and Member States about risks in the food and feed
chain. EFSA deals with animal health, animal welfare, plant
health, nutrition and maybe in the future with
sustainability.

I envision common challenges (and opportunities) in
EFSA’s core business of finding, selecting, appraising, and
integrating diverse streams of evidence to answer risk
questions. I identify three challenges: speed, complexity,
preparedness:

• Speed: the pace of innovation in the outside world is
faster than innovation in our work procedures, which
means there is a lag in method developments, up to
date safety dossiers and a lack of speed in delivering
scientific advice.

• Complexity: the increasing complexity of the food
system, which relates to the physical material that
is moved across the globe, and about the exponential
growth of data and evidence. Society demands to be
more protected while at the same time not trusting
experts that much.

• Preparedness: how can science-based bodies master
the paradox to have process stability to deliver effi-
ciently and have enough fluidity to absorb outside
complexities?

On all three challenges the work of the GCRSR is valu-
able as it aims to develop methods which use 21st century
science for regulatory purposes. This touches data sciences,
exposure sciences as well as new insights in toxicology and
epidemiology.

I propose to further deepen collaboration between EFSA
and the GCRSR towards a regulatory ecosystems approach.
An ecosystem is an agile and co-evolving community of
diverse actors who constantly sophisticate their collabora-
tion, and sometimes also competition, to create more value.
I conclude by stating that I am convinced that this deep
collaboration will help organizations to stay relevant, now
as well as in the future.

Elke Anklam, PhD, Principal Advisor at the Joint
Research Centre, European Commission (JRC/EU)

The JRC is the European Commission’s in-house scientific
service and supports EU policymakers through providing
multidisciplinary scientific and technical support.

One of the focuses of the JRC is on the harmonization of
analytical and toxicological methodologies that can be

used, for example, in risk assessment of chemicals includ-
ing nanomaterials. Therefore, the JRC is a proudmember of
the GCRSR. Together with EFSA and the EuropeanMedical
Agency (EMA), the JRC represents the EU in this important
global coalition.

The annual global summits organized by the Global
Coalition for Regulatory Science and Research aim to pro-
vide a platform for regulators, policymakers, and scientists
to exchange views on the innovative technologies, meth-
ods, and regulatory assessments.

The JRC had the honor of hosting the ninth annual
global summit that took place in September 2019 in
Stresa, Italy. The topic of GSRS19 was on the scientific
and regulatory challenges related to nanotechnology and
nano plastics.1

Emerging technologies have amongst others a huge
potential in the risk assessment of drugs and chemicals. It
is important to understand amongst others, the interaction
of living cells and their environment. I stress that there is an
urgent need to develop and harmonize strategies and to be
faster in the evaluation of new technologies and I conclude
that is only possible when working together at a global
level. Therefore, I look forward to the contributions of the
renowned scientists of GSRS20.

Masamitsu Honma, PhD, Deputy Director General,
National Institute of Health Sciences, Japan

I will describe how regulatory science influences the med-
ical field in Japan. Regulatory science has contributed new
developments in the prevention, diagnosis, and treatment
of diseases and has established a system for facilitating the
practical use of pharmaceuticals and medical devices as
quickly as possible. This has promoted life innovation
(i.e., the realization of a healthy and long-lived society
through innovative medicines and medical devices origi-
nating in Japan). Four institutions promote regulatory sci-
ence in Japan. The Ministry of Health, Labour and Welfare
(MHLW) decides and organizes basic policy. The
Pharmaceuticals and Medical Devices Agency (PMDA) is
in charge of drug review and consultation. The National
Institute of Health Sciences (NIHS) is responsible for devel-
oping official tests and guidelines as well as conducting
basic research. Finally, the Japan Agency for Medical
Research and Development (AMED) provides funding to
facilitate research and development.

In 2018, the PMDA established a Regulatory Science
Center to act as a command center; this center plays a crit-
ical central role in the incorporation of innovation in the
regulatory system. This has led to the utilization of clinical
trial data and electronic health records for advanced
reviews and safety measures and has promoted innovative
approaches to develop advancements in therapy and tech-
nologies. The Regulatory Science Center comprises of three
offices: The Office of Medical Informatics and
Epidemiology, Office of Research Promotion, and Office
of Advanced Evaluation with Electronic Data. These closely
work with other offices to review new drug reviews and
safety measures such as advanced analysis of clinical trial
data based on modeling and simulation, as well as
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pharmaco-epidemiological investigations using real-world
data.

One innovative approach that the PMDA has been
focused on is horizon scanning, which is aimed at detecting
signs of emerging technology in very early stages.
Previously, the PMDA did not assess emerging technology
until after it was applied to product development. With the
emergence of innovations, PMDA is now looking a step
ahead and has prepared the means to assess new technol-
ogies properly.

I will introduce emerging technologies used by the NIHS
to assess the quality, safety, and efficacy of pharmaceuticals,
foods, and numerous chemicals.Wemainly focused on four
technologies:

• In silico/deep learning/AI
• Omics; toxicogenomics technology
• MPS/body-on-chip
• Desorption electrospray ionization–mass spectrome-

try (DESI-MS)

The NIHS has started to develop a large chemical safety
database and AI platform to support efficient and reliable
human safety assessment of pharmaceuticals, food, and
household chemicals, where large-scale and reliable toxic-
ity test data of the NIHS are integrated with expert knowl-
edge beyond the regulatory framework. The aim is to
support the introduction of a reliable management stan-
dard for pharmaceuticals, to prevent side effects, and to
set safety evaluation criteria for food and household chem-
icals to avoid overdose and exposure. A success of this
project has been the development of a chemical mutagenic-
ity prediction model using quantitative structure-activity
relationship (QSAR) and AI.2

Research on toxicogenomics has been promoted since
2000. For example, the Percellome project was initiated to
develop a comprehensive gene network for mechanism-
based predictive toxicology. This project focuses on
building and maintaining the Percellome database for
single-dose toxicity; this is one of the largest transcriptome
databases accessible via the Internet.

An MPS is a chip that introduces cells onto a microflui-
dic device with the aim of reproducing tissues and physi-
ological functions that are difficult to obtain with
conventional cell cultures and experimental methods. An
MPS enables a more accurate evaluation of the effects and
toxicity of drugs on humans.

DESI-MS is an ambient ionization technique that can be
coupled with mass spectrometry for chemical analysis of
samples under atmospheric conditions. The charged drop-
lets generated by the electrospray impact the surface,
where the analyte is dissolved into the electrically charged
droplets. The secondary droplets ejected from the surface
are subsequently collected into an ion-transfer tube and are
analyzed by mass spectrometry. This technique allows the
distribution of the administered drugs and metabolites in
tissue sections to be visualized through the detection of
individual mass images.3

Margaret Hamburg, MD, Foreign Secretary, National
Academy of Medicine

It’s a great pleasure to help launch the 10th GSRS20. This
international conference represents a very special event
bringing together scientists from government, industry,
and academic research from around the world to explore
critical advances in science, technology, and innovation and
to strengthen and extend partnerships needed to enhance
translation of these scientific advances into regulatory
applications; applications that result in much-needed prod-
ucts, and applications that can be applied within a global
context. This year’s theme, “Emerging Technologies,” and
their application to regulatory science is exciting and
exceedingly timely.

Ten years ago, when this global summit first began,
I was serving as Commissioner of the U.S. Food and
Drug Administration (FDA). At the FDA I had good for-
tune to work closely with Bill Slikker who’s been the vision
and energy behind this summit from the very beginning. I
was very excited by the possibility of what a summit such
as this could offer, but whether the summit idea would last
one year or a decade or more was uncertain. We suspected
that such a convening could have real and enduring value
and I think there’s no question about that now. So, I cer-
tainly want to thank Bill and the team that has put together
this meeting, as well as all of those who have helped
to develop and to host these meetings over the past
10 years. I also want to welcome and thank all of you for
participating in this global summit. Your work matters.

At FDA I came to understand how truly vital regulatory
science is to the overall scientific enterprise. It is what ena-
bles us to harness the power of science and technology in
the service of people and of progress. It speeds innovation,
streamlines research and development, improves regulato-
ry decision-making, and strengthens our ability to get the
safe and effective products necessary to address unmet
public health needs and medical care needs.

To be effective, regulatory science must ground itself on
several things including strong science, partnerships, and
the ability to work across disciplines, sectors, and borders.
This regulatory summit has from the beginning been com-
mitted to doing just those things. It has offered a really
valuable and somewhat unique platform where regulators,
policymakers, and bench scientists from a wide range of
countries can come together to discuss how to develop,
how to validate, and apply innovative methodologies and
approaches for product development and regulatory
assessments within their own countries, as well as harmo-
nizing and aligning strategies to a shared collaborative
global engagement.

Now in the midst of a global pandemic, I think we all
appreciate the value of this more profoundly than ever. In
fact, I think the whole world is looking to regulatory science
to facilitate the swift but scientifically robust development,
review, approval, and availability of essential medical
products from personal protective gear to diagnostics,
drugs, and vaccines. Too often regulation had been
viewed as a barrier to progress but in fact it represents a
crucial partner in achieving the shared goals of developing
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innovative, safe, and effective products as effectively and
efficiently as possible. This is what all stakeholders want
and expect. As desperate as we are for drugs, vaccines, and
new improved diagnostics for COVID-19, the public and
patients along with the medical community, policy makers,
and government leaders all must have trust and confidence
in the process and the products.

In many ways regulatory science represents the bridge
to both translate the science into the products we so des-
perately need and to ensure a robust process based on sci-
ence. Rigorous science does not have to mean rigid,
inflexible, and slow. And speed does not have to mean cut-
ting corners. In fact, applying innovative regulatory science
enables us to apply moremodern and adaptable tools to the
R&D and regulatory review, approval, and oversight pro-
cess including such things as biomarkers, predicted toxicol-
ogy, MPSs for drug development, nanotechnology-driven
applications, innovative clinical trial designs, and AI, and
IT-driven strategies for product development, risk assess-
ment, and regulatory monitoring.

Not surprisingly, I see that you’ll be addressing many of
these areas of science in this meeting as you think about
emerging technologies and their applications to regulatory
science. We are living in a time when the advances in sci-
ence and technology are unfolding with unprecedented
speed. Yet the challenges we need to address, with the
best possible science, are also unprecedented and
profound. That is why the work each of you does is so
important and why coming together now to deepen under-
standing, gain new insights, and strengthen collaboration
will enable us to better define and implement the
best science-driven regulatory practices that can
support the public health imperatives of a global pandemic
such as COVID-19, but can also assure systems in which
the best discoveries in science can be translated as
quickly and appropriately as possible to deliver the
kinds of the innovative, safe, and effective products that
patients and consumers expect and deserve each and
every day.

Denise M. Hinton, RADM, Chief Scientist, FDA, USA

The 2020 GSRS20 highlights Emerging Technologies for
Regulatory Application, a Global Perspective. The topic is
certainly appropriate, given the current state of affairs—an
unprecedented pandemic. And yet, never has there been a
greater need for regulatory science to embrace and address
the interconnection among people, animals, plants, and
their shared environment—a timeless concept that we call
One Health.

Globalization, new science, and emerging technologies
have been the accelerators that are bringing us together,
literally and now virtually, to address both their inherent
opportunities and their challenges. FDA has long valued
collaboration in leveraging broad expertise to tackle a prob-
lem. It is even clearer what the confluence of these efforts
has demanded we do if we want to successfully protect,
promote, and advance the public health.

We must continue to find new ways of collaborating
with all our stakeholders in the regulatory science

enterprise. The current and potential regulatory science
applications of exciting technologies highlighted in this
global summit include, but are not limited to AI, MPSs,
the microbiome, biomarkers, and precision medicine, all
of which are evidence of this essential collaborative
approach and action.

Just a decade ago, the Office of the Chief Scientist was
established at FDA to forge many of the intramural and
extramural1,2 (https://www.fda.gov/science-research/
advancing-regulatory-science/centers-excellence-regulato
ry-science-and-innovation-cersis; https://www.fda.gov/
science-research/advancing-regulatory-science/regulato
ry-science-extramural-research-and-development-projects)
collaborations that are now helping to advance these
technologies, and to support a global network of partners
who can help ensure the safety of our medical products
and our food supply. For instance, FDA’s cross-agency
scientific work is focused on developing and fostering
opportunities for promising innovative technologies with
the goal of advancing new tools as well as new areas of
science.

For example, FDA’s Alternative Methods Working
Group3 is focused on supporting methods that are alterna-
tives to traditional toxicity and efficacy testing that will be
used across FDA’s various product areas. This working
group is serving as a catalyst to the development and
potential application of alternative systems in vitro, in
vivo, and in silico, and using systems toxicology and model-
ing to inform FDA decision-making and regulatory toxicol-
ogy. To that end, the Alternative Methods Working Group
has launched a webinar series4 (https://www.fda.gov/sci
ence-research/about-science-research-fda/fda-webinar-
series-alternative-methods-showcasing-cutting-edge-tech
nologies-disease-modeling) for developers to share their
cutting-edge technologies with FDA scientists.

Well-established collaborations with our stakeholders at
home and abroad are enabling FDA to work expeditiously
in support of the application of these new technologies to
the development of therapeutics and vaccines for COVID-
19. By leveraging nimble funding mechanisms like the
OCS-led advancing regulatory science broad agency
announcement (BAA), FDA has been able to solicit innova-
tive ideas and approaches to evaluating FDA regulated
products and build on long standing relationships with
our collaborators.

At no time have the benefits of these existing partner-
ships with world class institutions been more caring than
during this pandemic. For example, the Office of
Counterterrorism and Emerging Threats, OCET in OCS, is
using BAA-funded contracts to support FDA medical
countermeasure research on Ebola and Zika.

One study, with Public Health England,5 (https://www.
fda.gov/emergency-preparedness-and-response/mcm-reg
ulatory-science/developing-toolkit-assess-efficacy-ebola-
vaccines-and-therapeutics) has been expanded to leverage
technology used in developing a toolkit to assess efficacy of
Ebola vaccines and therapeutics to gather vital information
about COVID-19 infections. This project is generating
reagents that are being shared with FDA scientists
and external partners to support COVID-19 research.
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BAA project with Stanford University6 (https://www.fda.
gov/emergency-preparedness-and-response/mcm-regula
tory-science/survivor-studies-better-understanding-
ebolas-after-effects-help-find-new-treatments) that is eval-
uating the after-effects of Ebola in survivors, and how to
more effectively treat these patient’s chronic health prob-
lems has also been extended to aid the development
of rapid diagnostics, therapeutics, and vaccines for
COVID-19 and inform FDA evaluation of these products.

And, most recently, in partnership with National
Institute of Allergy and Infectious Diseases, OCET has
awarded a new BAA contract to the University of
Liverpool7 (https://www.fda.gov/emergency-prepared
ness-and-response/mcm-regulatory-science/fda-and-
global-partners-analyze-coronavirus-samples) who,
together with a global consortium, will sequence and ana-
lyze samples from humans and animals to create profiles of
various coronaviruses, including SARS CoV-2. The investi-
gation will also use in vitro coronavirus models like organs-
on-a-chip to help inform development and evaluation of
medical countermeasures for COVID-19. One example is
where we have built on existing collaborative research,
FDA and its partners at NIH have recently modified a
crowdsourcing application co-developed by FDA and the
Johns Hopkins CERSI to enable the clinical community to
share their COVID-19 treatment experiences.Our UCSF/
Stanford CERSI has begun research on a rapid query
model that is enabling us to examine COVID-19 questions
using electronic health record data.

The “all-hands-on-deck” response to the COVID-19 pan-
demic has brought home, not only the criticality of world-
wide collaboration and cooperation in combating this
global scourge, but the recognition that the health of
people, animals, and the ecosystem are interdependent.
In 2019, FDA launched its One Health Platform,8

(https://www.fda.gov/animal-veterinary/animal-health-
literacy/one-health-its-all-us) to further public and global
health and breakdown silos.

Working at the nexus of the three one health domains of
human, animal, and environmental health, FDA has been
encouraging the expansion of multi-disciplinary and inter
sectorial networks and partnerships to improve our scien-
tific knowledge with information-sharing, pooling of skills
and resources, and monitoring and surveillance with the
goal of generating more beneficial health outcomes.

NCTR, Jefferson Labs, is surveying SARS CoV-2 in
wastewater, which is a research project that exemplifies
the One Health approach as a complimentary tool for esti-
mating the viral speed of COVID-19 in the central Arkansas
area. The goals are to establish a method to extract and
quantify SARS CoV-2 in wastewater samples; monitor the
temporal dynamics of titer of SARS CoV-2 in the wastewa-
ter as a proxy for the presence and prevalence of COVID-19
in Arkansas communities; and estimate the number of clin-
ical cases, based on the titers of SARS CoV-2 in the waste-
water sample.

This kind of early detection and continuous monitoring
of COVID in the community may help federal and local
agencies respond more quickly to halt the spread of
COVID-19 and decrease the burden of patient admissions

in healthcare facilities in the event of future pandemic
waves—a direct public health impact.

Let this pandemic, with its clear evidence of the inter-
connection of plants, animals, and human life serves as a
plan of action for future public health emergencies. FDA’s
2021 Focus Areas of Regulatory Science9 (2021 Advancing
Regulatory Science at FDA: Focus Areas of Regulatory Science
(FARS). 2020. https://www.fda.gov/media/145001/down
load) reflects the need for a nimbler approach that will
enable us to respond swiftly to the increasing rapid evolu-
tions in science and technology.

In building a robust scientific infrastructure and training
programs for scientists, FDA is laying the foundational ele-
ments to tackle innovations in our regulatory portfolio and
public health preparedness and response. What is needed
is a preparednessmindset and the global drive to develop
and implement the interventions that will make us resilient
in the face of challenges to come in our increasingly inter-
connected world.

Anand Shah, MD, former Deputy Commissioner of
Medical and Scientific Affairs, FDA, USA

This year’s global summit with a focus on emerging
technologies and their impact on regulatory science
emphasizes an issue that has always been important
given how the relentless nature of scientific progress
requires regulators to continually improve and innovate
their regulatory processes to ensure the safety of consumer
products.

However, this theme is particularly salient this year in
2020 given the ongoing COVID-19 pandemic with the virus
infecting more than 23 million people and claiming the
lives of over 800,000 individuals worldwide. Given the
SARS-CoV-2 is a novel pathogen, we didn’t have any med-
ical products designed to diagnose or treat this specific
virus when the outbreak first broke out.

Over the past eight months, the innovation from the sci-
entific and medical communities has been simply tremen-
dous. We’ve seen an array of timely and innovative tests
and some highly accurate PCR-based diagnostics to test
that use saliva to increase speed and convenience. In
terms of therapeutics, we’ve seen an incredibly diverse
pipeline of potential treatments emerge with hundreds of
clinical trials initiated worldwide for antiviral drugs,
immunomodulators, neutralizing antibodies, and more.

And of course, as the world works to chart a roadmap to
recovery, there’s been an increasing focus on COVID-19
vaccines with tens of thousands of individuals volunteer-
ing across the world to participate in clinical trials over the
past fewmonths. These emerging technologies are exciting,
highlight the ingenuity of the research community, and
offer hope to patients and consumers that there’s light at
the end of the tunnel of this pandemic.

However, as regulators, the crisis and associated emerg-
ing medical technologies have created a unique series of
challenges. During emergency situations, it’s important
for us to be responsive to the evolving public health need
and be adaptive so that our regulatory decisions are made
on the latest and highest quality evidence.
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The public and medical providers have tremendous
faith in the decisions of regulators. And it’s important
that we, in turn, demonstrate our commitment to safety
and scientific integrity. Consider the case of COVID-19 vac-
cines. While we celebrate the unprecedented collaboration
and scientific focus on developing these new products as
public health officials, we’re concerned by the reports of
growing vaccine hesitancy in the population. Vaccines are
foundational to public health and have played a critical role
in reducing morbidity and mortality from infectious dis-
eases for over 200 years.

For COVID-19, vaccines that are shown to be safe and
effective through rigorous clinical testing can help us safely
achieve herd immunity and return to normal life. It’s
important for the public to know that regulators are com-
mitted to following unwavering regulatory safeguards for
COVID-19 vaccines.

Commissioner Hahn, Dr. Peter Marks, and I recently
reaffirmed this commitment in an article in JAMA where
we outline some of the key steps the agency has taken
such as providing guidance to vaccine developers in com-
mitting to seek input from the FDA vaccine advisory com-
mittee to help ensure that the public is clear about FDA’s
expectations for data to support safety, effectiveness and
that the required regulatory standards will be met, so
they can be comfortable receiving any vaccine to prevent
COVID-19.

While COVID-19 is our number one priority right now,
it’s important to recognize that the challenges and lessons
for regulatory science during this pandemic are applicable
to a whole host of other ongoing and forthcoming public
health issues. As all attendees of this summit are aware,
there’s a continuing evolution of the utilization of emerging
technologies and novel approaches for the safety assess-
ment of food, drugs, and personal care products.
Prominent examples include the application of genomics,
proteomics, and metabolomic technologies. These technol-
ogies have served as the foundation for precision medicine
and improve food safety and traceback procedures.

For example, genomic analysis of pathogens is becoming
increasingly common. This is a welcomed innovation as
genomic analysis can help us improve surveillance for the
public health threat of antimicrobial resistance, and sup-
port consumers by advancing the movement towards per-
sonalized medicine. However, as these technologies
advance, regulators need to be informed and aware of the
best practices for verifying the evidence and validating the
performance of these products.

Another example is proteomics which has significant
potential for improving food safety by enabling screenings
for foodborne pathogens or allergens with high sensitivity
and specificity. These advances would help improve the
traceability and quality of the food system—a commitment
the FDA recently affirmed in its blueprint for the new era of
smarter food safety.

Other emerging technologies which will be featured at
this year’s conference include the use of AI and bioinfor-
matics in predictive systems and the use of MPS such as
“organ-on-a-chip” technologies which can help bridge the
gap between in vitro and in vivo. While each of these

technologies offers tremendous potential, it’s important
that regulators possess the tools and capacity needed to
systematically examine the strengths and weaknesses of
each approach.

Furthermore, given the increasingly interconnected
nature of today’s world, it’s also important for regulators
to share experiences and best practices with one another so
that we can harmonize our standards where possible and
prepare our workforce to meet the challenges of emerging
technologies. That’s why forums like today’s GSRS20 are so
important. By convening the world’s leading researchers,
regulators, and experts on these technologies, we can help
activate our collective capabilities and support the devel-
opment of a strategy for evaluating these novel assessment
tools.

Primal Silva, PhD, Chief Science Operating Officer,
Canadian Food Inspection Agency, Canada

I will focus on how the Canadian Food Inspection Agency
(CFIA) is using emerging technologies to expand and
enhance its capabilities in carrying out its regulatory
function.

The CFIA is an organization in Canada that is tasked
with doing many different functions. It has a mandate in
terms of prevention and managing food safety risks in
Canada. It also is tasked with the plant health and animal
health responsibilities in the country, as well as contribut-
ing to the consumer protection and facilitating market
access for Canada’s food, animals, and plants. CFIA is the
largest science-based regulatory agency in Canada and
uses technology and well-trained scientists and expertise
to carry out its function. It is supported by 13 laboratories
spread across the country that use cutting-edge technolo-
gies to deliver on its broad mandate.

In terms of some of the technologies, I want to describe a
new program in Canada, Innovative Solutions Canada,
where government departments engage with small and
medium-sized enterprises with innovative new ideas to
see how they can help deliver government services. We
have partnered with several companies using this program
to bring about the best available science and technologies to
help us carry out regulatory functions. For example, with
the current COVID-19 pandemic, we are validating a
ONETest CoronaVirus test that can test for the presence
of the virus, not only in human samples, but across some
of the animal species given the broad host range and the
zoonotic nature of this virus.

• The other area where the CFIA has done a lot of work
is in applying genomics for helping with regulating
food, in terms of the whole genome sequencing that
is now fully integrated into the testing for foodborne
pathogens in the Agency as well as for antimicrobial
resistance testing. Recently in Canada, we switched
over from pulsed-field gel electrophoresis to whole
genome sequencing technology to make the link
between human foodborne pathogen samples and
food isolates4,5
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• Similar advances have been made in the plant health
area.6 For example, we are using whole genomic
sequencing to detect plant viruses of quarantine sig-
nificance as way to reduce the time and improve pre-
cision in permitting release of new plant varieties in
Canada. Likewise, new genomic technologies play a
very big part in the animal health diagnostics e.g.,
chronic-wasting disease, rabies, avian influenza,
African swine fever, etc. These new technologies are
often used in conjunction with the classical tests that
are already established as the gold standard tests for
diagnostics.7

In terms of advancing regulatory application of geno-
mics, it has been crucial that we work with international
partners for the validation of these technologies.
Addressing key questions such as—how do you standard-
ize genomics-based results, or how do you apply genomics
in the regulatory context for decision making?—are all
important in this context.

I want to acknowledge the important role the GCRSR
has played in developing international consensus on scien-
tific matters. As global regulators, we have a very impor-
tant role in promoting science and evidence-based
international standards and action.

George Kass, PhD, Lead Expert at the European Food
Safety Authority, EU

I will address emerging technologies for regulatory appli-
cations with a focus on the EU food safety perspective.
EFSA is the EU agency that is responsible for providing
independent scientific advice and for communicating on
existing and emerging risks associated with the food
chain in the EU8. Its advice forms the basis for European
policies and legislation and its remit covers food and feed
safety, nutrition, animal health and welfare, plant protec-
tion, and plant health. Furthermore, EFSA also considers,
through environmental risk assessments, the possible
impact of the food chain on the biodiversity of plant and
animal habitats.

Many food and feed related products require a scientific
assessment to evaluate their safety before they are autho-
rized on the EUmarket. These so-called regulated products
include substances used in food and feed (such as addi-
tives, enzymes, flavorings, and nutrient sources), novel
foods, food contact materials and pesticides, genetically
modified organisms, food-related processes, and process-
ing aids, and these require a specific risk assessment to be
performed; These products may be new or already on the
market. In addition, EFSA is dealing with other types of
substances that may be found unintentionally in the food
chain, such as contaminants.

For regulated products, the type and amount of data
provided to EFSA depends very much on the data require-
ments, the latter being specified either in the prevailing EU
legislations or in the appropriate guidance documents
developed by EFSA. Often the amount and type of infor-
mation requested depend on the application domain and
use levels but also follows EU legislation when it comes to

theminimization and optimization of the use of animal
data, the so-called 3R principles, in accordance with
Directive 2010/63/EU. The type of data typically received
by EFSA consists of in vivo and in vitro studies but also
includes in silico data. The in vivo studies, which predomi-
nate, include studies on absorption, distribution, metabo-
lism, and excretion (ADME), aiming at information on the
behavior of a substance in a complex biological system, as
well as toxicological studies to identify and characterize the
potential toxicity of this substance. In vitro studies are also
evaluated by EFSA, but these are mainly genotoxicity
studies.

The development of new technologies, methodologies
and tools for chemical risk assessment presents for an orga-
nization like EFSA both challenges and opportunities. The
types of new methodologies that EFSA is facing are often
referred to as New Approach Methodologies (NAMs)
(European Chemicals Agency, 2016; https://echa.europa.
eu/documents/10162/22816069/scientific). The overarch-
ing goal of NAMs is to enable the replacement of animal
testing through a combination of predictive in silico models
and in vitro assays. On the in silico side, these can be tools to
predict the physico-chemical properties of chemicals or the
behavior of chemicals in biological systems. The latter
include (Q)SAR and read-across tools as well as PBTK
models to predict the kinetics of a chemical, across species
and across biological systems (e.g., QIVIVE models to link
external and internal exposure). Attempts to develop more
sophisticated and elaborated systems such as such as vir-
tual organ models and virtual organisms are also currently
under development. Better performing in vitro tools are
being developed at an equally rapid pace to overcome the
limitations of 2D culture systems based on transformed cell
lines. For instance, stem cell differentiation protocols are
becoming mature to produce human cell models that not
only are more biologically relevant than experimental
animal-derived cells but also are amenable to greater com-
plexity using in vivo-like architectures such as organoids,
MPSs on chip to mimic multi-organ systems or even the
whole-body architecture.

An impact frommany of these newmethodologies is the
quantity of data generated, the so-called big data, which
can come from high throughput screening of multiple
chemicals or from high content screening on individual
substances. Also, whole genome sequencing produces a
considerable amount of data as also other OMICs
approaches do. With this challenge comes the need for
new tools and skills to handle big data, not only for their
collection, their curation, their storage, but, also, for their
analysis. While progress is being made in these areas, it is
encouraging to note that rapid developments are being
seen at the level of AI and ML at helping in the prediction
of toxicity and in the risk assessment.

When assessing the regulatory landscape for food safety,
it becomes evident that the great majority of biological and
toxicological data requested by legislation involve in vivo
studies that are expected to be conducted using the appro-
priate test guidelines of the Organization for Economic
Co-operation and Development (OECD) and following
the OECD principles of Good Laboratory Practice (GLP).
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In the case where EFSA develops its own sector-specific
guidance documents, these equally describe the types of
data and studies that should be performed to support an
appropriate risk assessment. It is important to stress that
the same requirements for following OECD test guidelines
and the principles of GLP apply. However, where possible,
new methodologies are referred to and incorporated, but
under the condition that such methodologies are sufficient-
ly robust, reproducible, and accepted for regulatory deci-
sion making. EFSA’s policy to update its guidance
documents on a regular basis also provides an opportunity
for new methodologies to be incorporated as they become
accepted in the regulatory arena.

NAMs carry several advantages, including the use of
human relevant models. They can produce mechanistic
data, too, that informs the risk assessor on adverse outcome
pathways and modes of action. Furthermore, the informa-
tion generated can be much more human disease-relevant
than from animal studies and can be produced at a pace
and cost that support a more rapid risk assessment. Yet, we
also see hurdles in their use in the regulatory context. The
new methodologies need to be standardized, be reproduc-
ible and need to be validated in order to gain the confidence
of the risk assessor. Moreover, they also need to be accepted
by the wider community. For these reasons, EFSA is very
much engaged with organizations that deal with the issues
of promoting, developing and validating NAMs. We work
very closely with the European Centre for the Validation of
Alternative Methods (ECVAM) at the JRC but also with the
European Chemicals Agency (ECHA). On the EU research
and innovation front for regulatory sciences, it is also
important to highlight the development of the new
Horizon Europe framework program that will be launched
in 2021 and that includes the co-creation of the Partnership
for the Assessment of Risks from Chemicals (PARC)
(https://ec.europa.eu/info/horizon-europe/european-
partnerships-horizon-europe_en). Together with still ongo-
ing Horizon 2020 programs such as EUToxRisk (https://
www.eu-toxrisk.eu/), such initiatives are expected to help
promote the uptake and use of NAMs in regulatory scien-
ces. In addition to its engagement with such initiatives,
EFSA also has its own vehicle of promoting and funding
research into areas directly pertinent to new methodolo-
gies, such as its newly created Science Studies and Project
Identification & Development Office (SPIDO) under which,
among others, NAM case studies have been launched. At
an international level beyond the EU, EFSA collaborates
with the World Health Organization, with OECD, with
the GCRSR, and other food safety agencies outside the
EU. EFSA is also actively involved in programs such as
the international government-to-government initiative,
Accelerating the Pace of Chemical Risk Assessment
(APCRA), and has established its own platforms such as
the International Liaison Group for Methods on Risk
Assessment of Chemicals in Food (ILMERAC) to interact
with various organizations in its ambition to contribute to
the harmonization of chemical risk assessment to support
food and feed safety.

Christopher Austin, PhD, former Director of the
National Center for Advancing Translational Sciences
(NCATS) at the National Institutes of Health, USA

Of the 27 institutes of the NIH, NCATS is the newest of
them, and our job is closely related to the purpose of this
meeting focused on emerging technologies. That is, to
develop new ways, new methods, new technologies, new
paradigms to make the process of developing and deploy-
ing interventions that improve human health better, faster,
and we hope, cheaper. So, we work on the problem of how
therapeutics and diagnostics and medical procedures are
developed and improve that efficiency, and regulatory sci-
ence is big part of that.

So, how did we define translational science? Like any
other science, it is a field of investigation that seeks to
understand general principles—in this case the underlying
principles of the translational process—with the ultimate
goal of prediction. I think about regulatory science as large-
ly a subset of translational science.

The problems we work on are the major rate-limiting
steps to translational efficiency. A lot of you will find
these familiar, and ones that you run into every day, and
bedevil every therapeutic area. And you’ll notice, if you
look down this list, a very large number of them are regu-
latory issues. Not all, of course, because many interventions
are not subject to regulatory approval, behavior interven-
tions as an example.

So, the first thing I want to tell you about, which I hope
you find useful in your own work, is something that we did
with a group at the National Academy of Medicine a couple
of years ago, to address a problem that is familiar to all of
you: that many stakeholders, if not most, are unaware of the
complexity of the process by which interventions that
improve human health are developed. We felt that there
was a need for an accurate portrayal of what is involved,
not only as an educational tool, but also for use by transla-
tional and regulatory scientists to determine where they
should apply their efforts, based on knowledge of the
most problematic steps in terms of failure, time, or cost.
We published process maps for small molecules and bio-
logics in a couple of papers a couple years ago that you
might want to look at.

The group took as its starting place the most commonly
used portrayal of therapeutic development, the linear chev-
ron diagram. It is unfortunately a terribly inaccurate and
misleading portrayal since it makes the process appear
straightforward—drug development in six easy steps! So,
we broke out each of the stages of the chevron into a
“neighborhood” of dozens of interconnected and recursive
steps. Since the publications of the map in static form in
2018, we have converted it into an interactive electronic
form that you can find on the NCATS website (https://
ncats.nih.gov/translation/maps), with the ability to zoom
in and out and see where the problem areas are and go to
resources which might help you through them.

NCATS’s longest running regulatory science initiative is
the Toxicology in the 21st Century (Tox21) program, a col-
laboration among NCATS, FDA, EPA, and the National
Toxicology Program which is developing innovative test

10 Experimental Biology and Medicine Volume 246 2021
...............................................................................................................................................................

https://ec.europa.eu/info/horizon-europe/european-partnerships-horizon-europe_en
https://ec.europa.eu/info/horizon-europe/european-partnerships-horizon-europe_en
https://www.eu-toxrisk.eu/
https://www.eu-toxrisk.eu/
https://ncats.nih.gov/translation/maps
https://ncats.nih.gov/translation/maps


systems, data, and algorithms that better predict human
toxicity. Current goals of the program include implement-
ing technologies that overcome some of the traditional lim-
itations of in vitro testing systems, such as metabolic
capability, and testing systems that didn’t exist when we
started Tox21, such as Induced Pluripotent Stem Cells (iPS)
cells, 3D cellular organoids, and tissue chips, utilizing tran-
scriptional readouts in addition to biochemical or imaging
ones, and working via the adverse outcome pathway par-
adigm that I think you’re all familiar with.

In addition to generating unprecedented amounts of in
vitro screening and follow-up mechanistic and organ-based
data, we are curating legacy data from the NTP and EPA,
integrating it with Tox21 data, and making all data and
analyses publicly available. We take great care in validating
assay performance and compound identity and purity and
are beginning to utilize these data in physiologically based
pharmacokinetic (PBPK) modeling.

Complementing Tox21’s systems biology approach are
efforts to develop more predictive translational models and
assays. At NCATS we utilized and support development of
the full range of human cell-based assay platforms. We’re
all familiar with the traditional 2D cell line culture systems
that many of us have spent our careers doing, but in the last
10 years, it has become possible to test the activities of
compounds in human primary cells, iPSC-derived cells,
multicellular spheroids, multi-cell type organoids, 3D
printed tissues, or MPSs, otherwise known as MPS, tissue
chips, or organs-on-a-chip. Each system is useful and com-
plements the others, given the inverse relationship of
throughput and physiological complexity. At one end of
the spectrum, cell line based small volume multi-well
(384- or 1536-well plate) HTS assays have low physiological
complexity but can test up to hundreds of thousands of
compounds a day. At the other extreme, tissue chips can
be very physiologically complex and can test only a few
compounds a day.

MPSs merit particular mention since they are the newest
platform for compound testing so may be less familiar. This
field has developed over just the last 10 years, through the
leadership of NCATS and a number of other institutes at
NIH, DARPA, and FDA. MPS are multi-human cell type
bioreactors that mimic the structure and function of
human tissues. MPS have been developed for over a
dozen individual human organs as well as linked arrays
of up to 10 different human organs. MPS are being used
to study normal and disease physiology as well as to test for
effects of xenobiotics on human tissues, currently as a com-
plement to, but we hope eventually in partial replacement
of, animal testing.

Population clinical data from humans is also a rich
source of regulatory science-relevant insights, as FDA’s
Sentinel Initiative and many epidemiological studies have
shown. However, there has to date not been an appropri-
ately scaled, nationwide, publicly accessible resource of
EHR data that is broadly representative of U.S. population
demographics. NCATS and its Clinical and Translational
Science Award (CTSA) grantees began creating the founda-
tion of such a resource in 2018, and when the urgent need
for such data became evident in the early days of the

COVID-19 pandemic, the platformwas rapidly instantiated
to gather, harmonize, and make available in a secure
privacy-protected federal enclave longitudinal EHR data
on millions of patients with COVID-19 symptoms and
diagnoses.

The National COVID Cohort Collaborative (N3C) cur-
rently has information on hundreds of thousands of
patients from academic health centers across the country
and will have approximately six million COVID-19
patients’ records by early 2021. The purpose is to transform
the clinical information that’s in those electronic health
records into a format that can be queried by individual
investigators and have AI or ML programs applied to
them in ways that are impossible with current federated
methods. And the kinds of things that one would be able
to ask here are there—what are the risk factors that indicate
a better or worse prognosis? What are all the treatments
that have been used for these patients that might make
patients better or worse? The N3C (https://covid.cd2h.
org/) will launch shortly and you can apply for access if
you’re a qualified investigator, with projects approved
though a data access committee. Though the platform is
focused on COVID-19 for now, it is completely generic in
methodology, so once COVID-19 is over we hope to expand
the platform’s purview to other diseases and regulatory
science applications.

Lastly, I want to tell you about CURE-ID (https://cure.
ncats.io/), a different clinical data resource that I hope
many of you will use and contribute to. Two years ago,
scientists at NCATS began working with colleagues at the
FDA to develop a mobile application that would allow
health workers, particularly in the more remote parts of
the country or the world, to share their clinical experiences
using approved drugs to treat diseases other than the ones
for which they’re regulatorily indicated on the label. The
project was initially focused on the neglected tropical dis-
eases of the developing world. CURE-ID was launched in
December 2019, and of course later that month the first
cases of COVID-19 were reported. A COVID-19 module
was immediately added to CURE-ID, and rapidly became
an invaluable resource for clinician experience sharing, par-
ticularly in the difficult early days of the pandemic. The
platform currently covers over 100 infectious diseases,
and we anticipate that it will be increasingly useful for
both clinical and regulatory science applications.

Track A: Artificial Intelligence (AI) and
Machine Learning (ML) for Regulatory
Science Research, Risk Assessment and
Public Health (Weida Tong, PhD, National
Center for Toxicological Research/FDA, USA
and Arnd Hoeveler, PhD, Joint Research
Centre, European Commission, EU)

Artificial Intelligence has impacted a board range of scien-
tific disciplines and played an increasing role in regulatory
science, risk assessment and public health. AI is a broad
concept of training machines to think and behave like
humans. It consists of a wide range of statistical and
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machine learning approaches to learn from the existing
data/information to predict future outcomes. Some new
AI methodologies such as deep learning has advanced
algorithms and accuracy to extract complex patterns from
new data streams and formats (e.g., image and graphic
data) which has been increasingly used in the regulatory
context. Data connectivity, computational resource and
new/advanced algorithms fuel the rise of AI, which give
new insight to underlying mechanisms and biology, thus
significant for regulatory application. Although the concept
of AI was introduced back in the 1950s and has been active-
ly pursued in the research community, its critical role in
regulatory application concerning food and drug safety,
has yet to be been realized. Understanding that AI offers
both opportunities and challenges to global regulatory
agencies with questions such as (1) how to assess and eval-
uate AI-based products and (2) how to develop and imple-
ment AI-based application to improve the agencies’
functions, GSRS20 hosted a special track to discuss the
basic concept and methodologies of AI applied in regula-
tory science, risk assessment and public health with
real-world examples. Particularly, the current thinking
and on-going efforts with various agencies in applying AI
in these fields were discussed with a specific focus on drug
and food safety, clinical application (e.g., prognosis and
diagnosis), precision medicine, biomarker development,
natural language processing (NLP) for regulatory docu-
ments and regulatory science application.

One of the important questions raised by many present-
ers is about where the highest potential for the application
of AI in regulatory agency is. It was well acknowledged
that AI based NLP could play a major role in extracting
useful information from both the regulatory documents
and literature data to facilitate regulatory science research
and improve the product review process. It is a fact that one
of the most important AI advancements in the recent years
is in the area of NLP. The early effort in this area treated a
document as a “bag-of-words”, where the context of the
document is pronounced based on the frequency of
words. Recognizing that the context of a document is
better represented by the co-occurrence of multiple
words, the Probabilistic Graphic Models were introduced
and have gained attraction in the community to understand
“topics” of a document. However, more recently, the
advanced AI in NLP offers an unprecedented opportunity
to analyze the entire sentence, beyond words, by using lan-
guage models to perform a broad range of NLP tasks such
as Questions/Answers, Sentimental Analysis, Information
Retrieval, Text Classification, etc. Dr. Henry Kautz from
National Science Foundation presented examples for anal-
ysis of social media data for foodborne illness surveillance
and illness prediction. The role of NLP was also discussed
for drug target safety assessment by Dr. Stefan Platz from
AstraZeneca (AZ) as one of five pillars of AI for safety
assessment—that is right target—target safety assessment,
(2) right molecule—lead optimization chemical toxicity,
(3) right safety—toxicological study, (4) right tissue—digi-
tal pathology, and (5) right patient—translational safety.

The regulatory agencies throughout the world have rou-
tinely generated a variety of documents during regulated

product review and decision-making, which has led to a
large inventory of review documentation with a broad
array of information. For example, Guidance documents,
drug labeling, and FDA Adverse Event Reporting System
(FAERS) are a part of the regulatory documents made avail-
able by U.S. FDA submissions. Meanwhile, the regulatory
process also requires curating literature data for science-
based decision-making. Unfortunately, most of these tasks
are still a manually conducted process, which is time-
consuming and labor-intensive, thus resulting in longer
review times. Dr. Robert Ball from U.S. FDA emphasized
AI-based NLP as an important piece of modernization for
the FDA Sentinel system. Both Dr. Philippe Girard from
Swissmedic of Switzerland and Dr. Blanka Halamoda
Kenzoui from EC-JRC provided specific examples on
improving regulatory efficiency with textmining coupled
with machine leaning. Besides discussing AI based NLP of
literature data for safety assessment in Japan, Dr. Akihiko
Hirose from National Institute of Health Science (NIHS) of
Japan also discussed how the advanced AI methodologies
improves some traditional techniques routinely used for
risk assessment such as quantitative structure-activity rela-
tionships (QSARs), read-across and toxicogenomics. He
provided a comprehensive review of various regulatory-
driven applications of AI including development of chem-
ical safety big database and AI platform to support human
safety assessment of pharmaceuticals, foods and household
chemicals, deep learningmodel for Amesmutagenicity and
hepatotoxicity.

Another question that has been touched on by several
speakers is the role of AI in public health, ranging from
clinical diagnosis and prognosis, drug and food safety, dis-
ease prevention, precision medicine and nutrition. As we
all aware that the COVID-19 crisis has served as a boost for
adoption and the increase use of AI in health care, what are
some concerns/challenges and how to overcome the chal-
lenges. Drs. May Wang and Li Tong from Georgia Tech and
Emery University of USA discussed five opportunities and
challenges in AI for public health; these are (1) data integ-
rity, (2) data integration, (3) causal inference, (4) real-time
decision-making, and (5) metric and validation for explain-
able AI. Dr. Peng Li discussed regulatory science of medical
device and AI in China with an example of applying
AI-based image analysis for lung cancer and precision
medicine. Dr. Kautz (NSF) described nEmesis, a foodborne
illness surveillance system using a semi supervised leaning
approach for analysis of Twitter data (ML epidemiology:
real-time detection of foodborne illness at scale, Nature
Digital Medicines, 1, 26, 2018) and the other AI system to
extract information from social media to predict low self-
esteem. Dr. Yinyin Yuan from Institute of Cancer Research
of United Kingdom discussed AI for digital pathology in
clinical diagnosis and prognosis. She touched on an impor-
tant topic about reproducible AI for digital pathology. It
was acknowledged that reproducibility takes multiple
means, depending on the area of study, but in the context
of digital pathology, controlling key parameters and meas-
ures are required towards improved reproducibility.
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Weida Tong, PhD, National Center for Toxicological
Research, FDA, USA

I propose a framework to consider for effective and efficient
use of AI and ML technologies. The acronym of the frame-
work is called TRIAL, which stands for Transparency,
Reproducibility, Interpretability, Applicability and
Liability. Distinct from other similar frameworks from aca-
demia or other government agencies, the TRIAL frame-
work is intended to serve as a reference point for AI
applications that could be adopted across global regulatory
community.

What are the elements of TRIAL and their inter-
connection and complimentary features? Specifically,

• Transparency: An appropriate level of clarity for
explaining algorithmic and data output of life-cycle
AI performance allows assessment of AI by end-
users and trust in the technology.

• Reproducibility: A set of well-defined measures
ensure the trustworthy of an AI model.

• Interpretability: An AI model not only can be
explained in human terms but also the causality of
the underlying driving parameters to the model per-
formance can be established with scientific support.

• Applicability: The context of use and application
domain of an AI model need to be established includ-
ing defining best practices, and whether AI can com-
plement or replace other technologies.

• Liability: To prevent misuse of AI, the ethic rule and
policy should be established which define the bound-
ary of application and responsibility while promoting
AI innovation in FDA.

As examples to articulate how the TRIAL framework
would facilitate and guide the process of AI deployment
in the regulatory setting, I provide the following steps:
(1) State the problem that the AI algorithms will address,
(2) Describe the data to collect in order to develop and val-
idate AI results, (3) Replicate the results using different
data sets if possible, (4) Design an AI platform for use in
FDA or industry and to test feasibility in a pilot study, and

(5) Implement the AI algorithm system-wide, monitor
progress and update algorithm based on new data and
results.

Stefan Platz, PhD, AstraZeneca, United Kingdom

Integrating AI in drug safety has the potential to unlock
many benefits to enable us to enhance our capability,
increase automation and accelerate our delivery.

I summarize my vision for AI as: “AI will not replace
toxicologists, but those who don’t use AI, will be replaced by
those who do”. This is an important statement because
there’s anxiety that we will replace all toxicologists’ work
with a computer, which is far from the truth. But the tox-
icologist’s role needs to evolve so people understand data
more and use AI to find answers or collect insight that
makes a more significant impact on our discovery and
development.

There are three areas that have reached a level of matu-
rity that enables us to maximize the momentum of AI:

• Computational power—with more powerful central
processing units (CPUs) and Graphics processing
units (GPUs), we can now manage and analyze
huge amounts of data, which is key if we are to ben-
efit from deep learning.

• Data connectivity—maximizing cloud-based sys-
tems, we can now access a wealth of data from dif-
ferent sources and from any location.

• Algorithmic development—combining intelligent
algorithms with computational power and data con-
nectivity, we can now access new insights into com-
plex biology using multi-dimensional datasets.

Within AI there are three key areas: robotics, NLP and
ML. The latter has been available for a long time and
includes linear regression, random forests or Bayesian
approaches, so therefore, it’s part of AI.

Many people have now been discussing deep learning, a
subset of ML, where we take a different approach through
multi-layered neural networks, which require a vast
amount of data (Figure 1).

Figure 1. Definition of machine learning and deep learning.
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How do we differentiate ML with deep learning? With
the former, you define features (for example, to look for a
triangle or a circle, etc.), set up rules and develop decision
trees. You then cluster the information to reach an outcome.
Despite the benefits with this approach, there are down-
sides, such as the system will only look for specific features
you have defined, and it will ignore all the underlying
information behind the data.

Deep learning takes this approach one step further and
is very similar to how the human brain functions. Instead of
feeding the system with “features” (for instance, a triangle
or circle), we build and train an artificial neural network
with many thousands of reference images. The system
learns to “discriminate” by exploring different layers of
analysis and setting up rules from all the raw image data.
The key benefits are that you don’t need to specify the
features upfront, and you use all the information encoded
in the data, which can be extrapolated with transfer learn-
ing. Essentially, you’re going deeper and deeper in every
layer, which is known as the multi-layered approach, and
by connecting all the data, the computer delivers an
outcome.

One of the hot topics in deep learning is the causality of
prediction models—what is the relationship between cause
and effect? Are the predictions of ourmodels truly based on
biological data?

We now have access to a hugely significant amount of
data—internally and externally—but it’s important to bal-
ance quantity and quality; having a huge volume of data
doesn’t always equate to relevant, high-quality informa-
tion. It’s important to structure your data and define ontol-
ogies, as you may have to merge internal and external data,
and take extracts from multiple sources, such as medical
data, product data, genomics data, imaging data and in vivo
data. You can then consolidate data sources, some with
their defined ontology and semantics, into a next-
generation sequencing platform.

Once you have structured your data, you need to con-
nect the information into data mechanisms, such as data
marts, knowledge graphs, data warehouses or data lakes.
And from that point, you use AI technology in these data
applications extract information. We use the acronym,
FAIR, to describe the quality and usability of our data:
Find, Accessible, Interoperable and Reusable. The quality
of your AI algorithms heavily depends on the data you feed
in and how structured the data are.

1. Targeted safety assessment

The first example is in the targeted safety assessment.
We find, in the phase two clinical trials, that we have attri-
tion—fairly high on safety, but also in efficacy. There is an
opportunity for AI to help increase understanding on a
target you have picked to be LI (in the lead identification
space) very early in the discovery, and to determine the
connections of that target with other targets.

Within target safety assessment, we aim to develop a
type of database called knowledge graphs which takes
information from chemistry, pharmacology, clinical trial,

genomics, multi-omics and biomarkers. In its simplest
form, the knowledge graph connects two endpoints—a
drug with a target—for example, gene X translates into
protein X, and the graph provides some weighting to the
strength of that connection. Extrapolating this can create a
huge network which provides you with key information
about connections through other targets and through
other pathways. This may allow you to predict which
target and off-target effects to expect.

2. Lead optimization in chemical toxicology

Another example is the lead optimization in chemical
toxicity. The question is, how rapidly can we optimize the
structure and progress it to a point where we can test it as a
medicine in humans? In tox studies, can AI help to make
predictions, for example, a chronic tox study out of acute
tox studies? Target organ toxicities? Pathologists? Imaging?

We have millions of molecules and the challenge has
been selecting the right candidate quickly so it can be
tested in humans. The influence and power of AI can
help to show how you select other leads series that are
similar in structure to molecules you know. Within AZ,
we have made good progress in some of our predictions.
We’re developing an in vivo PK model where we can make
predictions. It helps to get early data and narrow down the
number of compounds that will be tested in in vivo PK data,
which increases confidence in the selection of the right
candidate.

Incorporating chem tox data can simplify matters for the
chemist and toxicologist, who still have to make the deci-
sion. But visualizing all the different aspects on DDI and PK
physchem property, general safety data, hepatic panel, car-
diovascular panel, secondary pharmacology information
and structure alerts—which is all available—can help
people to understand the large volume of data to reach a
better outcome.

Increased digitization and AI can help with the data we
collect and share from our in vivo experiments. We are
moving towards digitization, active monitoring, physiolog-
ical end times and biomarkers. Active monitoring provides
a more detailed picture and understanding on the in vivo
experiments. Having access to more precise information
can lead to more usable and translatable data to patients
in clinical trials.

Digitization is a big step forward to increase the quality
and output of our in vivo experiments, which really adds a
translational aspect to it. This also reinforces our approach
to identifying the right target, the right molecule, the right
safety, right tissue and the right patient (Figure 2).

There is a substantial opportunity for AI in digital his-
tology. We can simplify and accelerate the process by train-
ing the system, running a classifier and then checking the
classified regions. With this approach, we have saved
90 percent of a pathologist’s time by using AI.

We can look to the future and go one step further . . . if
you take a tumor and then apply a mass cytometry
(CyTOF) where we can look at 37 different markers, how
do you analyze it? In this example, we have harnessed deep
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learning—we have created a neural network using soft-
ware called t-SNE, which can indicate where there are
more tumor cells. It connects and develops a complete
description of how all the 37 different markers are improv-
ing our understanding on areas of proliferation and areas of
different type of immune response.

If you then add another layer, which we did using mass
spec imaging, you can even create a three-dimensional
image of the tumor. There are different technologies being
used from CyTOF to mass spec imaging, where a three-
dimensional structure is providing you with detailed
insights about active areas, hotspots, necrotic areas and
inflammatory areas.

You may now understand that there is a greater need for
toxicologists, but their role is evolving. They not only need
to understand a wider range of modalities, but they need to
realize the value and power of AI, and collaborate with
experts to consolidate data, provide analytics and deliver
insights to reach the correct conclusions and make the right
decisions.

I am really excited about the opportunity that AI brings to
discovery and development. It enables the delivery of mean-
ingful insights that help us to keep pushing the boundaries
of science to deliver life-changing medicines for patients.

Robert Ball, MD, MPH, ScM, Deputy Director of the
Office of Surveillance & Epidemiology, Center for Drug
Evaluation and Research, FDA, USA

In response to requirements in the Food and Drug
Administration Amendments Act (FDAAA) of 2007, the
FDA launched an initiative to create the Sentinel System,
a national electronic system for medical product safety sur-
veillance. As shown in Figure 3, the Sentinel System
became fully operational in 20169 and continues to evolve
to respond to FDA’s needs.10 The Sentinel system comple-
ments existing FDA surveillance capabilities, such as the
FAERS, that track adverse events reported after the use of
FDA regulated products, by allowing the FDA to

proactively assess the safety of these products. The
Sentinel System includes the Active Post market Risk
Identification and Analysis (ARIA) system. The ARIA
system has two components: (1) a suite of preprogrammed,
parameterizable and reusable analytic tools to enable rapid
analysis of safety questions, including the use of sophisti-
cated pharmacoepidemiological methods; and (2) data
from the Sentinel common data model which consist pri-
marily of quality-checked, electronic healthcare claims data
(Figure 3).

Under the 2007 FDAAA, FDA could only require that a
company conduct a post market safety study if FDA first
determined that FAERS and the ARIA system were not
enough to address the safety question. For the ARIA
system, FDA defined sufficiency to mean that there is ade-
quate data to identify: (1) the drug or biologic under study
and an appropriate comparator when needed; (2) the cova-
riates needed to address confounding; and (3) the health
outcome of interest (HOI). In addition, the available param-
eterizable tools must implement appropriate pharmacoepi-
demiological methods (e.g., propensity score-based
confounding control) to answer the question of interest,
to a satisfactory level of precision (https://www.fda.gov/
media/131980/download).

An analysis of the first several years of ARIA sufficiency
assessments concluded that ARIA is sufficient for about
50% of the post-market drug safety questions for which
CDER needed additional information.11 The largest single
reason for insufficiency is the inability to identify the HOI
because many HOI require detailed data elements that are
not available in the Sentinel CDM or because the algorithm
used to create a computable phenotype does not have ade-
quate performance. To address this limitation of the ARIA
system, FDA began investigating AI approaches, such as
NLP and ML, to improve HOI identification as well devel-
oping a 5-year strategic plan (https://www.fda.gov/
media/120333/download) for the Sentinel System that
FDA has begun implementing.

Figure 2. Steps in product development.
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As FDA encountered the insufficiency of HOI, two ques-
tions were raised: (1) whether incorporating key clinical
features extracted from free-text fields in EHRs using
NLP, combined with claims data would lead to better algo-
rithms? and (2) Could we improve on algorithms con-
structed by human experts from claims data in the
Sentinel CDM using ML?

To evaluate the first question, we selected anaphylaxis as
a serious allergic reaction that occurs rarely after use of
individual drugs but is a known adverse reaction across
many drug classes. It is also a complicated diagnosis to
make with certainty from EHR data because the diagnostic
criteria require multi-organ system involvement, early
treatment often occurs before full expression of the reac-
tion, and diagnosis involves interpreting clinical informa-
tion that is typically found in the narrative of the medical
record. In a pilot project, we applied a previously devel-
oped NLP-based algorithm to cases of anaphylaxis identi-
fied in a prior Sentinel system study12 (FDA Sentinel System
Innovation Center Master Plan. 2020. https://www.sentineli
nitiative.org/news-events/publications-presentations/
innovation-center-ic-master-plan).

We found that this algorithm achieved similar perfor-
mance to claims-based algorithms constructed by human
experts. In conducting a qualitative error analysis of those
findings, we observed that the algorithm was unable to
make the same clinical judgment as human experts about
timing, severity or existence of alternative explanations. To
address this issue, Sentinel launched a comprehensive
effort to develop a framework to use NLP and ML techni-
ques to improve HOI identification algorithms, using ana-
phylaxis as an example. The results of this project indicate

that using NLP and ML it is possible to develop an
improved algorithm to identify anaphylaxis in EHRs
(https://www.sentinelinitiative.org/news-events/meet
ings-workshops-trainings/electronic-health-records-natu
ral-language-processing).

To address the second question, Sentinel launched a
project to demonstrate the feasibility and efficiency of
developing and validating a claims-based HOI algorithm
using ML classification techniques applied to a linked
claims-EHR database (https://www.sentinelinitiative.
org/methods-data-tools/methods/machine-learning-
pilot-electronic-phenotyping-health-outcomes-interest).
Rhabdomyolysis, a serious muscle injury that is a rare
adverse effect of some drugs, was selected in part because
it was possible to identify cases with a high degree of accu-
racy using laboratory data from the linked claims-EHR
data, while having available the claims data necessary as
input into the ML algorithms. This project successfully
demonstrated that ML can improve the creation of comput-
able phenotypes, even when features are restricted to
claims data in the Sentinel CDM and do not include fea-
tures constructed from the EHR.

The Sentinel system five-year strategic plan released in
January of 2019 had several key messages. First, FDA
aimed to maintain and enhance the foundation of the
Sentinel system preserving FDA’s long-term investment
in the analysis tools and data infrastructure that form the
foundation of the ARIA system. Second, FDA acknowl-
edged the need to diversify and enrich the Sentinel data
sources, especially EHRs and claims data linked to EHRs.
Third, FDA proposed incorporating advanced analytics,
including AI approaches. Fourth, FDA looked to broaden

Figure 3. History of the Sentinel Initiative.
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the touch points for participating in Sentinel development
to create a broader Sentinel community and disseminate
knowledge generated by Sentinel to improve public
health, ultimately fulfilling the goal of making Sentinel a
national resource for multiple purposes.

While the examples provided earlier in the manuscript
focus on NLP and ML for improving HOI identification,
Sentinel System has proposed a comprehensive set of
innovation strategies (Figure 2) to address the full range
of data, methods, and tools required to build a sustain-
able infrastructure that incorporates AI methods to
address FDA’s needs. In October of 2019, FDA launched
a new contract to implement the vision of the five-year
strategic plan that included three Sentinel centers: an
operations center, an innovation center and a community
building an outreach center. The Sentinel innovation
center has created a four-pronged approach (Figure 4)
to implement the Sentinel System innovation strategies,
including NLP and ML for constructing computable phe-
notypes (https://www.sentinelinitiative.org/news-
events/publications-presentations/innovation-center-ic-
master-plan).

The use of Sentinel to respond to the COVID-19 pandem-
ic has highlighted the need for improved and rapid access
to EHR and linked claims-EHR data to address questions
about drug treatment in hospital and especially intensive
care unit settings (FDA Sentinel System’s Coronavirus
(COVID-19) Activities. 2020. https://www.sentinelinitia
tive.org/assessments/coronavirus-covid-19).

The need to respond to this public health emergency is
further informing the implementation of the Sentinel stra-
tegic plan.

In summary, FDA has been evaluating AI technologies
especially NLP andML, combined with improved access to
detailed clinical data from EHRs to improve post market
drug safety surveillance in Sentinel. The FDA five-year
Sentinel System strategic plan outlines this vision and is
currently being implemented (Figure 5).

Philippe Girard, PhD, Deputy Executive Director of
Swissmedic, Switzerland

Swissmedic is moving forward in the field of AI starting
with a pilot to detect safety signals using AI in the context
of clinical trials.

Swissmedic approves around 200 clinical trials every
year. Approximately 1 million biomedical scientific publi-
cations focusing on clinical trials and their effects and
adverse events are published yearly. Lack of resources to
monitor these publications is the reason why the discovery
of relationships between published adverse events and our
studies has been random luck if not reported by the spon-
sors. Obviously, we are aware of the safety benefits for
participants in clinical trials if we could reliably connect
the trials in Switzerland with the publicly available safety
data. The solution could lie in using new technologies such
as NLP, AI and ML to allow for a better safety monitoring.

Swissmedic decided to establish a proof-of-concept
(PoC). For our retrospective study, data was gathered
from seven open-source websites (https://www.fda.gov/
safety/recalls-market-withdrawals-safety-alerts/archive-
recalls-market-withdrawals-safety-alerts; https://www.
fda.gov/safety/recalls-market-withdrawals-safety-alerts;
https://www.fda.gov/recalls-market-withdrawals
safety/-safety-alerts; https://www.ansm.sante.fr/S-infor
mer/Travaux-de-l-Agence-Europeenne-des-Medicaments-
EMA-Comite-pour-l-evaluation-des-risques-en-matiere-
de-pharmacovigilance-PRAC; https://www.ansm.sante.
fr/S-informer/Informations-de-securite-Lettres-aux-profes
sionnels-de-sante; https://www.gov.uk/drug-safety-
update; https://www.ema.europa.eu/en/human-regulato
ry/post-authorisation/pharmacovigilance/signal-manage
ment/prac-recommendations-safety-signals) and five
investigational medical products (IMP) of concluded clini-
cal trials were considered. We developed a set of filters to
narrow down the list of articles for analysis. These are:
Filter 1: Is this article drug-related?

Figure 4. Sentinel System Innovation Strategies.
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Filter 2: Is this article related to the disease indication we
are looking for? Filter 3: Is this article related to drug related
adverse events (vs. only symptoms of the disease)? Filter 4:
Is this article related to safety signal (Swissmedic defini-
tion)? Filter 5: How relevant/seriousness level (High/
Medium/Low) is the detected sentence? (https://www.
ncbi.nlm.nih.gov/pubmed) To validate the approach, the
results of the AI system were compared against those of a
human reviewer.

The PoC consisted of three steps. First, cloud tags were
to be defined. To do so, synonyms of the respective IMP and
adverse events were compiled. These lists were generated
and cured by a human reviewer. In total, the cloud tags
contained more than 14,000 different terms. With these
cloud tags, the publication websites were crawled for the
relevant keywords. In the resulting texts, the position of the

cloud tags was determined relative to each other to gener-
ate structured data the engine could use for the further
steps. The results of this step were ranked, and a sample
was iteratively plausibility-checked by a reviewer who had
to ensure that the identified adverse events were related to
the IMP mentioned in the publication. By using filters, like
“is the article drug-related” or “does the indication match
the clinical study”, the results were further cleaned in order
to remove unrelated publications. Finally, the importance
of the publications was ranked (Figure 6).

The results of the IMP safety monitoring PoC were eval-
uated in three categories:

Comprehensiveness: Within the PoC, the AI identified
all 10 hits that were also identified by the reviewer.
Moreover, the AI identified 14 hits that were not identified
by the reviewer. The reviewer was subsequently unable to

Figure 5. Four-pronged approach to Sentinel Innovation Strategy Implementation.

Figure 6. Sample cloud tag for “severe adverse events,” the actual cloud tags contained more than 14,000 terms.
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find one of those AI-detected hits through directed manual
search.

Relevance: All hits identified by AI were relevant. On
the other hand, only 2% of the initially identified manual
search hits by the reviewer were relevant after analysis.

Benefit: The reviewer invested 145min for manual
search and initial evaluation versus only 10min for the
AI. We see also a benefit of the comprehensive in-depth
document analysis of the publication generating more
trust in the results as compared to a limited manual review.

In summary we can say that AI methods can efficiently
support monitoring and the detection of adverse events in
clinical trials. Moreover, the results were deemed reliable as
well as relevant, and therefore highlight the potential time
savings within the review process.

Intending to explore the possibilities of the digital trans-
formation in-depth and with a high priority, Swissmedic
has launched the digital initiative Swissmedic 4.0 in June
2020. It is an agile and independent unit equipped with
sufficient resources to be set up for this purpose. The digital
initiative will ensure that Swissmedic has the resources and
facilities to tackle the challenges of digital transformation
regardless of the limitations imposed by daily business.
Questions arising from the overall organization will be
received, analyzed, and processed, and the resulting solu-
tions will be fed back into the organization. The initiative
will learn from its mistakes and improve its proposed sol-
utions. This will allow Swissmedic to actively tackle the
great changes of the digital transformation as an opportu-
nity and not just passively allow them to pass by. The focus
will not be limited to the technical aspects. Swissmedic’s
digital transformation challenges should rather be antici-
pated with a comprehensive and sustainable approach.

This experience is directly incorporated into further AI
implementation currently under investigation by the
Swissmedic 4.0 team, such as automated request-
response. With an automated Q&A tool for classifying
emails and the associated conception of a chat offer,
Swissmedic hopes to gain valuable knowledge and experi-
ence regarding neurolinguistics programming (NLP) meth-
ods on the one hand and to relieve our communications
department by filtering and channeling audience enquiries
on the other.

Swissmedic is exchanging, and we plan to further inten-
sify these exchanges, with health authorities, stakeholders,
and the science communities in order to accelerate these
developments.

Blanka Halamoda-Kenzaoui, PhD, Joint Research

Centre, EC

A feasibility study on the use of automation tools for a
systematic review of the scientific literature is presented.
In the field of innovative health products such as nanome-
dicines, high quality published data could provide the lack-
ing information on still open questions, supporting the
release of regulatory guidance on data requirements and
decreasing the uncertainty for product developers.
However, monitoring of the scientific literature, which is
constantly increasing, and processing of high amount of
data requires the use of automation that can speed up the
process and reduce a bias.

In order to identify specific toxicity effects induced by
nanotechnology-enabled products, a battery of available
automation tools for initial steps of the systematic review
process such as targeted searches, de-duplication and
screening of abstracts is used (Figure 7). For more specific
steps which are related to the evaluation of article quality
and extraction of information no ready-to-use tools are
available. Our in-house developed segmentation tool
allows extraction of specific sections of scientific articles
before applying further textmining techniques. A set of
criteria related to reported nanomaterial characterization
is applied to the Materials and Methods section in order
to score and rank the articles. Furthermore, based on the
developed ontology, the most reported toxicity effects are
extracted and mapped against different types of
nanomaterials.

Such knowledge is of critical importance for the
development and regulatory assessment of
nanotechnology-enabled products. The study confirmed
the huge potential of automation systems especially in the
area of innovative health products; however, further
improvement of their reliability and applicability is
needed (Figure 7).

Figure 7. Description of main steps of the performed systematic review with corresponding automation tools and obtained numbers of publications.
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Yinyin Yuan, PhD Computation Pathology and
Integrated Genomics, Centre for Evolution and Cancer,
Institute of Cancer Research, United Kingdom

By examining cancer cells in pathological samples, one can
begin to understand the tumor landscape including the
diverse coexisting ecosystems. In these samples, cancer
cells can be seen to be surrounded by immune cells and
vessels in some parts of the tumor, and in another part,
cancer cells just seem to be living on their own. Using AI,
we can automate analysis of these images to map out these
different tumor components and analyze them in detail.

In search for reproducible AI for the studying lung
cancer in the program TRACERx,13 we developed AI
tools to study immune response using digital pathology
data.14 TRACERx is a prospective study of 842 non-small
cell, lung cancer patients, tracing them from diagnosis to
relapse. The aim is to understand why some patients devel-
op drug resistance and cancer relapse.

By studying the interaction between cancer cells and
immune cells in the tumor, immunotherapy was devel-
oped, and subsequently, the checkpoint-based therapy
has changed the cancer treatment landscape. They induce
prolonged tumor response through reactivating immune
cells. However, most patients still don’t benefit from this
immunotherapy.

On the other hand, targeted therapies exploit the genetic
vulnerability of cancers, such as kinase inhibitor targeting
in the mutated cells. However, just like a virus, cancer cells
can evolve and acquire genetic variation within a patient.
This means that cells or subclones that evolve resistance,
are selected, diversify, leading to metastasis and cancer
recurrence. The question is, “How can we better under-
stand and treat cancer by studying immune response and
genetic heterogeneity?” and importantly, “How to translate
this new knowledge in the benefit of the patients?”

The TRACERx team has performed DNA sequencing on
multiple regions sampled on surgically resected lung
tumors. By comparing the genetic profiles of these regions
within the same tumor, the genetic study revealed a funda-
mental biological feature of lung cancer, which is the wide-
spread genetic intratumor heterogeneity. A phylogenetic
tree of cancer can illustrate how cells acquire early and
late clonal mutations and diversify genetically in one
patient. The question remains, “What promotes such genet-
ic heterogeneity and what is the role of immune cells in
cancer evolution towards genetic heterogeneity?”.

As with any AI project, data quality is key to success. We
developed a specific protocol to optimize data quality for
both pathology and genomics data. The multiregional sam-
ples collected for TRACERx are punched biopsies from sur-
gically resected tumors, and then frozen. While this is good
for DNA sequencing, tumor morphology is not well pre-
served in frozen sections and often fragmented. Therefore,
half of the frozen tumor block were re-embedded in paraf-
fin to generate good quality pathology data.

We then applied deep learning to pathology images to
create an AI tool capable of distinguishing immune cells
from cancer cells. This tool allows to map the spatial distri-
bution of cancer cells, lymphocytes, and other cells.

To make sure that the tumor doesn’t overfit the data, the
tool was trained on a diversity of sample types generated in
TRACERx to capture as much variability as possible and
tested extensively on external cohorts.

The difficulty, then, is to get sufficient ground truth data.
Our model was trained by human intelligence that can
translate years of pathological experience. How can we
deliver rapid validation with the independent samples
and objective methods? We developed a new way to gen-
erate quantitative data and scale with biological validation.
In this method, we first stained samples with immunohis-
tochemistry using cell type as a second marker and then
stained with clinical routine pathological, hematoxylin &
eosin (H&E)-stained samples. One experiment can generate
enough data that would have taken hundreds of hours for a
pathologist to annotate. With this approach, we can directly
relate cell types identified by protein expression with H&E
automated cell classification to show that there is a good
concordance between the two.

What we found is, regardless of how many regions were
sampled, the number of immune cold regions that came out
was the most predictive of relapse in lung cancer in all the
immune features tested. This was first discovered in
TRACERx, and later validated by applying the same AI
model on the largely suspected cohort of nearly 1000
adenocarcinomas consisting of 4000 cold tumor slide
images.

In both cohorts, the increased number of immune cold
regions is associated with a high risk of cancer relapse, even
for a tumor that has an average of thousands of lympho-
cytes. It’s also independent of all the clinical parameters
including smoking history and age. This means that the
stage and location of immune cells are more important
than the numbers, but why?

By integrating images with genomics data, this study
created a detailed picture of how lung cancers evolve in
response to the immune system in different patients.
Cancer cells in immune hot regions tend to diversify into
different genetic subsets early in their evolutionary history,
perhaps under intensive selective pressure, whereas cancer
cells in the immune cold regions tend to diversify later,
perhaps due to the ability of immune escape.

While this remains to be validated in our next stage of
the study, it provides evidence that the AI tool for repeat
verification of lung cancer is reproducible and might have
uncovered a key biological basis. It also means that, by
focusing on the genetic subsets where subclones in
immune cold regions start to diversify, we may be able to
find new ways to target immune—cancer escape from the
immune surveillance. The hope is that this AI tool could be
used in the future to pick out lung cancer patients at highest
risk of relapse, helping inform a more tailored treatment
strategy.

AI also has a utility for early detection of cancer. In a
recent study,15 we showed that the AI immune scoring
method trained in lung cancer can be used to predict pre-
cancerous lesions in the lung. About half of our patients
with carcinoma in situ lesions in the lung progressed to
have lung cancer. The question is, “How can we better pre-
dict who will progress for personalized medicine”?
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By using our AI tool to score immune cells, we found that
carcinoma in situ lesions that later progress have less infil-
trating immune cells compared with those that later
regressed. This AI tool may even help stratify these patients
to help identify who may need intensive monitoring, and
the lack of immune cells for these immune cold phenotypes
may also be relevant in the evolution of precancer to cancer.
To summarize, AI not only has a large range of applications
for pathology and medicine, but it also generates new
demands by enabling what was impossible before.

Akihiko Hirose, PhD, National Institute of Health
Sciences, Japan

The focus of this research is the development of a risk
assessment support data system. The goal is to support
risk assessment of chemicals, food, or medical ingredient
and additives. And the system output may assist risk
assessor.

We have developed several toxicity information data-
bases for supporting each regulatory field. We thought
that an AI-base toxicity evaluation system could be estab-
lished by integrating these in-house databases. At first, we
introduce three original databases in this workshop. The
first one we named the HESS database. This tool can sup-
port read-across assessment of chemicals like OECD tool
books and is specifically focused on repeated dose toxicity.
The second is the Ames test database containing more than
10,000 chemical research. The third is the toxicogenomic
database. We have developed the standardization method
to capture gene expression data called the Percellome
method. Now we are trying to integrate the database into
the common research platform as a tool for open toxicology.
Finally, I will introduce the concept and the plan of
the AI-based Chemical Safety Assessment Forward
Evaluation platform and present activity of development
of pilot prediction system as a prototype system.

The first topic is repeated toxicity database. We have
developed a hazard evaluation support system, HESS plat-
form. HESS is based on the database of repeated dose tox-
icity study results but includes a knowledge base of
toxicology mechanism, metabolic maps, and metabolite
simulators in rats, and ADME database in humans and
rats. The system can show the information from the data-
base and the toxicological category and predict the toxico-
logical parameters. The series of outputs can support expert
judgment. We developed the read-across case study at
OECD IATA in 2018 by using this HESS platform. The
case study focused on the testicular toxicity of ethylene
glycol methyl ether and related chemicals with a common
active metabolite.

In addition to the HESS system development, we are
developing another type of database for improved perfor-
mance of toxicity prediction. To achieve this goal, we are
now gathering the test data of new chemicals, food addi-
tives, food contact materials, pesticides, pharmaceutical
additives, and so on. As for developmental and reproduc-
tive toxicity assessments, we used the OECD 421 and 422
study test data under the Japanese existing chemical

program. We also searched possible molecular targets and
develop AOPs by using this database.

The second topic is Ames test database. We have
accessed to Ames test data for many chemicals collected
over the last 30 years under the Industrial Safety and
Health Act in Japan. This Ames NIHS database includes
12,000 chemicals.

Using this large data set, an international collaborative
study was proposed in 2014 for improving the Ames QSAR
models. This project has three trial cycles, Phase I to III, and
includes about 4000 substances in each trial challenge.
Twelve models were used in this project. The specificity
and sensitivity generally increased with increasing phase
and saturated at Phase III. One reason for this may be the
variability in biological testing. Some reports say that
reproducibility of Ames test is 80 or 85 percent. We think
that it is important to use reliable training data for improve-
ment of the models, and to carefully evaluate the mecha-
nism of toxicity. After the Ames test dataset was revised
and QSAR models improved, the QSAR is no longer just a
prediction system but a genetic toxicity assessment to
system beyond the Ames test.

As for the third topic, we developed a toxicogenomic
database with a normalization method to generate absolute
copy number within mRNAs. The Percellome method we
developed is a spike in method. We measured the number
of the cells in the sample homogenate and spiked in five
kinds of bacterial mRNA according to the cell number. Each
homogenate included mRNA copy numbers covering a
range of about one to 100 copies per cells. This method
enables direct comparison expression data between various
experiments data. Forty-eight samples are measured by
48 gene chips and normalized. A total of 45,000 kinds of
mRNA can be loaded in.

We are now developing the prediction method of repeat-
ed toxicity from the existing data of the Percellome single-
dose gene expression analysis. In addition to the gene
expression data, we also can analyze epigenetic data.
Additionally, we have integrated the rat gene expression
data to our mice database system. Moreover, we provided
a web-based API for integration to the common platform of
bioinformatic software.

By integrating these larger scale reliable toxicity data,
our institute has started to develop a large chemical
safety database and AI platform for supporting efficient
and reliable human safety assessment for pharmaceuticals,
foods, and household chemicals and for providing expert
knowledge beyond regulatory frameworks.

At the first stage, we are constructing the prototype plat-
form by using three kinds of databases: HESS database,
Ames database, and public domain assessment document
database. Our first project, the development study of deep
learning models for predicting Ames mutagenicity, is being
conducted as a pilot study because the Ames mutagenicity
test data is the most abundant among the many toxicity test
data. The prototype model automatically extracts the fea-
ture by using SMILES of chemical structure and convolu-
tional neural network. The prediction accuracy was about
80 percent using this method. As an alternative method, we
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are developing a new deep learning model using graph
convolutional network.

As our next target, we are building a new prediction
model for hepatoxicity by integrating various in silico and
in vitro test data. First, deep reading using a toxicity study
data set and only structural information. Second, deep
learning using data flux from in silico in vitro data such as
AOP event information or in vitro bioactivity or metabolite
information, in addition to the structured information.
A positive prediction was about 0.68%, sensitivity was
0.75, f1-score was 0.71. When the structured information
and in silico in vitro data types were used, the model per-
formance provides a relatively good score in learning.

Because literature searching is time and resource con-
suming, we developed a tool for text searching based on
the practical application of highly accurate search technol-
ogy for natural language text information and expert judg-
ment. We used sparse composite document vectors and
conducted a clustering and topic analysis by distance cal-
culation in vector space. Our preliminary results indicated
a correct answer hit of 0.62.

In conclusion, the systems we are developing serve as an
administrative measure to ensure strong risk management
of pharmaceuticals, foods, and chemicals. It is essential to
establish a new method for an accurate and efficient safety
assessment support system. Physical, chemical and expo-
sure data are also essential for the risk assessment.
Furthermore, we believe it is necessary to improve the

performance of the system by conducting verification
experiments on the data of the generated by the prediction
system.

Li Tong, PhD and May D. Wang, PhD, Universities of
Georgia Tech and Emory, USA

Biomedical researchers are developing and advancing bio-
medical technologies over the last few decades towards
predictive, personalized, participatory, and precision
health, or abbreviated as pHealth (Figure 8). With the emer-
gence of high-throughput health data, AI has been utilized
to make sense of the data. However, to translate AI models
to clinical practice, it is critical to understand whether the
model is reliable and reproducible.

From the regulatory perspective, it is also essential to
ensure whether the results or the method itself is interpret-
able. Only after stratifying these regulatory concerns, we
can make a joint decision about any patient or cohort of
the population by integrating multi-modal data with
AI models. Unfortunately, compared with the fast develop-
ment of AI-based models, establishing regulatory frame-
works for these models remains a challenging task.16,17

With the accumulation of multi-omics data, computa-
tional biology and bioinformatics are playing essential
roles in extracting meaningful information from the vast
amount of raw -omics data. Hundreds of thousands of
new bioinformatics tools are developed each year for var-
ious -omics data (e.g., RNA-seq and DNAmethylation) and

Figure 8. Predictive, personalized, participatory, and precision health (i.e., pHealth) enabled by the advancement of emerging biomedical technologies. Multi-modal

biomedical data of the same patient are combined by AI-models to provide a comprehensive evaluation of the patient.
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applications (e.g., gene expression estimation). For exam-
ple, after extracting short reads from the biopsy samples
using the next-generation sequencing (NGS) technique,
various bioinformatics pipelines are utilized to extract fea-
tures such as gene expression levels from these raw
RNA-seq data (Figure 9(a) and (b)). However, very few of
these bioinformatics tools have been translated to clinical
practice. One major challenge is the evaluation and selec-
tion of numerous bioinformatics pipelines. For the applica-
tion to clinical practice, bioinformatics tools should form
into pipelines with proven effectiveness and reproducibil-
ity. The quality control (QC) and supervision led by author-
ities such as the United States FDA play an irreplaceable
role in this process. These agencies are supposed to provide
broad regulatory oversight and validation for bioinformat-
ics tools applied to clinical practice by forming evaluation
standards and supervising clinical validation.

RNA-seq is one of the NGS technologies widely applied
in biomedical research. However, the translation of RNA-
seq for medical and clinical applications requires selecting
reliable and reproducible bioinformatics pipelines. The US
FDA has led the Sequencing Quality Control (SEQC)
project to conduct a comprehensive investigation of 278
representative RNA-seq data analysis pipelines consisting
of 13 sequence mapping, three quantification, and seven
normalization methods.18 As a follow-up study, we further
investigated the impact of the joint effects of RNA-seq pipe-
lines on gene expression estimation and the downstream
prediction of disease outcomes.19 First, we developed and
applied three metrics (i.e., accuracy, precision, and reliabil-
ity) to evaluate each pipeline’s performance on gene
expression estimation quantitatively. We then investigated
the correlation between the proposed metrics and the
downstream prediction performance using two real-
world cancer datasets (i.e., SEQC neuroblastoma dataset
and the NIH/NCI TCGA lung adenocarcinoma dataset).

We found that RNA-seq pipeline components jointly and
significantly impacted the accuracy of gene expression esti-
mation, and its impact was extended to the downstream
prediction of these cancer outcomes. Specifically, RNA-
seq pipelines that produced more accurate, precise, and
reliable gene expression estimation performed better in
predicting disease outcomes. Thus, the evaluation and
selection of proper bioinformatics pipelines are important
to ensure meaningful downstream analysis such as the pre-
dictive modeling.

Besides evaluating bioinformatics pipelines’ effective-
ness and reproducibility, another component requires
government agency-dominated QC and supervision lies
in predictive modeling (Figure 9(c)). AI and ML have
achieved unprecedented success in various applications,
including computer vision and NLP. Although these AI
techniques, especially deep learning, have been widely
adopted in biomedical research,20,21 clinical practice pene-
tration is still limited. The translation of AI-based predic-
tive models faces similar but more challenging regulatory
issues compared with that of bioinformatics pipelines.

The first QC issue of these AI-based predictive models is
the model reliability and reproducibility. Hundreds of
thousands of new models are reported every year, with
each of them claiming state-of-the-art performance.
However, most of the reported performance is probably
too optimistic. To translate these models to clinical practice,
we need to establish broad regulatory oversight and vali-
dation, collaborated by both authorized agencies and
research communities. For example, the risk of bias is a
major issue for AI-based predictive models. One potential
direction is establishing a standard evaluation dataset and
metrics containing datasets from various sources and pop-
ulations tominimize the risk of bias. These benchmark data
should be aggregated and shared among entities by agen-
cies such as the FDA. On the other hand, the medical AI

Figure 9. An exemplary pipeline for AI-enabled pHealth model using RNA-seq data. (a). Raw -omics data are collected with high-throughput sequencing techniques.

(b) Multi-omics features are extracted with various bioinformatics pipelines. (c) AI-based predictive models are utilized.
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engineers and researchers should also utilize meta-learning
and transfer learning techniques to improve the model’s
generalizability from the computational side.

The second issue of predictive models that requires
supervision is model transparency. It is essential to build
trust among clinicians and patients. Instead of a black box,
we need to understand how the model makes decisions,
why it works, and when it could fail. One major effort to
address this issue is the development of interpretable AI
(XAI). XAI is introduced to ensure humans can fully under-
stand the model and every logic behind the final decision
can be inspected, audited, and trusted.22 From the regula-
tory perspective, the supervision agencies should provide
guidelines and frameworks for engineers to enable XAI for
each step of model design, implementation, training, and
deployment.

The third issue that needs to be supervised is the privacy
risk. The privacy constraint is one of the major challenges
for biomedical data sharing, cloud computing, and model
deployment. Researchers have developed various privacy-
preserving deep learning techniques (e.g., federated ML) to
solve this issue.23 However, the regulatory authorities must
play an essential role by establishing guidelines and model
interoperability resources.

AI-based predictive modeling is the key to integrate
multi-modal biomedical data and further enable pHealth.
However, several gaps (i.e., model reliability and reproduc-
ibility, model transparency, and privacy risks) need to be
addressed before these novel techniques can be confidently
translated to clinical practice. The regulatory agencies can
play a key role in this process by collaborating with aca-
demic institutions and commercial companies to build a
sustainable ecology for the application of AI in healthcare.

Track B: Omics, Biomarkers, and Precision
Medicine in Regulatory Science: (Neil Vary
and Primal Silva, PhD, Canadian Food
Inspection Agency, Canada and Richard
Beger, PhD, National Center for Toxicological
Research/FDA, USA and Susan Sumner,
PhD, University of North Carolina, UNC
Chapel Hill, USA)

Molecular biology specializations in “omics” (genomics,
proteomics, and metabolomics) are continually advancing
as various private, academic, and government organiza-
tions invest to support research in these areas. The
development of novel technologies, applications, and
methodologies are being incorporated into regulatory sci-
ence laboratories, such as food production and precision
medicine, as these scientific fields continue to evolve.
These specializations are being used to identify specific
biomarkers of interest, such as antibiotic resistance in food-
borne pathogens, and to identify targeted genetic sequen-
ces, protein biomarkers, and metabolites used to advance
precision medicine.

The adoption of genomics analyses of pathogens in
microbiological laboratories, including regulatory laborato-
ries, is becoming common. Genomics is now being used to

confirm the identity of pathogens, characterize them and
match genetic sequences of clinical isolates to foodborne
isolates, and identify specific genetic sequences of interest
(e.g., toxin genes, antimicrobial resistance (AMR) genes,
and serotypes). Genomics is also used to detect genetic
disorders which can lead to the development of precision
medicines, for both rare diseases (where there may be no
therapies) or for stratification of common diseases.
Pharmacogenomics is a specific area of research where
genetic variation in genes determining the pharmacokinet-
ics and/or pharmacodynamic of drugs can lead to varia-
tion in drug response, both efficacy and safety. There is an
increasing global trend towards implementation of phar-
macogenomic variation into clinical practice, with guide-
lines being produced by organizations such as the Clinical
Pharmacogenetics Implementation Consortium.

Like genomics, proteomics approaches are beginning to
be explored and integrated in regulatory laboratories.
Proteomics can be used for food traceability and quality,
as well as food safety to screen for foodborne pathogens
or allergens with high sensitivity and specificity. Research
in proteomics is also used to characterize protein structures
of viruses, such as SARS-CoV-2, that may contribute to the
development of vaccines.

Currently, metabolomics is used to diagnose complex
metabolic diseases, and the field is growing rapidly.
Metabolomics is being used to help further efforts to devel-
op and advance precision medicine applications.

This track will focus on the evolving “omics” fields and
how they are being used by regulatory bodies through
incorporation into regulatory science laboratories, and
how they can be further exploited as these fields continue
to mature.

The first half of Track B focuses on genomics, proteo-
mics, and precision medicine.

Dr. Tim Mercer from the Garvan Institute in Australia
described his team’s efforts to measure and understand the
human genome using NGS technologies. This included the
approaches that can be used to validate NGS technologies
for clinical use, and how they applied those same tools and
concepts for a large evaluation of liquid biopsy assays that
were completed recently as part of the SEQC2 consortium.

Dr. Munir Pirmohamed, a professor of medicine at the
University of Liverpool and the NHS Chair of
Pharmacogenomics delivered a presentation about phar-
macogenomics and precision medicine. Precision medicine
allows more effective drug therapies for patients, as it is
recognized that individual patients do not respond equally
to prescribed medicines. Some drug therapies are taken by
patients for long periods of time but have no effect on their
disease. In many cases, patients have adverse reactions that
can cause serious harm and require further medical inter-
vention. Precision medicine can break down general dis-
eases into sub-types that respond differently to different
medications. It can also be used to look at specific variables
in individual patients, including genetic factors that impact
drug effectiveness.

The second half of the Track B session is focused on
metabolomics. Dr. Richard Beger describes a typical work-
flow for metabolomics and then discusses current public
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outreach in quality assurance (QA) and QC in metabolo-
mics. He also describes howmetabolomics has been used to
identify translational biomarkers of acetaminophen
induced hepatotoxicity in mice, rats, and humans.

Dr. Susan Sumner, Department of Nutrition, University
of North Carolina at Chapel Hill describes the use of a
metabolomics/exposome platform to reveal significant
metabolic perturbations that arise for individuals using
opium compared with non-opium users. The investigation
also pointed to biomarkers associated with opium use dis-
order (OUD). She postulated that a nutrient cocktail of vita-
mins or their metabolites, vitamin-like compounds (such as
choline), and fatty acids may protect against metabolic
disruptions that lead to addiction—consistent with the
Doyle-Nyswander theory that addiction is initiated by a
metabolic imbalance.

Dr. David Wishart, University of Alberta, Canada,
shared his work on software and databases that have
been developed to enable omics-based regulatory science,
with a focus on metabolomics. The most widely used and
best-known resource developed by his lab is called
DrugBank. It’s a drug database and currently has around
2700 small molecule drugs, 1400 biologics, 130 nutraceuti-
cals, and includes more than 6300 experimental drugs. A
food constituent database called FooDB has almost 80,000
compounds found in 730 different foods.

Dr. Reza Salek, International Agency for Research on
Cancer (IARC) in France, which is part of WHO/United
Nations described how metabolomics and exposomics,
particularly cancer epidemiological is appledat IARC.
Additionally, they use -omics data integration approaches
from a pathway centric points of view for interpretation of
the results.

Dr. Hairuo Wen from National Institute of Food and
Drug Control, China, focuses, on using the NSG mouse
model, nonclinical evaluation of chimeric antigen receptor
modified T-cells against CD19. The study provides a

comprehensive report of the efficacy, biodistribution, toxic-
ity, and especially the immunotoxicity of CAR-T using an
NSG and Raji-cell xenograft lymphoma model. The NSG
mice that received CART19 treatment demonstrated a
longer survival period without significant immunotoxicity,
suggesting and encouraging clinical prospect of CART19.

TimMercer, PhD, Garvan Institute, Australia

Next-generation sequencing has become widely used in
biomedical research and is being increasingly adopted for
clinical diagnosis. Accordingly, there is an increasing
need to understand the performance and limitations of
NGS-based tests in clinical diagnosis.

The validation of an NGS-based diagnostic test requires
understanding two major parameters. Firstly, sensitivity;
the ability to detect true-positives, such as the detection
of rare mutations, and secondly, specificity; the ability to
not erroneously detect false-positives. In NGS, we typically
use precision instead of specificity due to the large number
of true negatives calls that result in unbalanced classes.

The relationship with sensitivity and precision is rarely
linear, simple, or obvious. There is typical tradeoff between
sensitivity and precision (see Figure 10). The ideal tradeoff
between these parameters depends on the aims and the
goals of a diagnostic test. For example, some NGS tests
may require high sensitivity, such as the diagnosis of rare
somatic mutations, whilst other NGS tests may require high
precision, such as whole-genome sequencing, where even a
small false-positive rate can result in many errors across the
entire genome.

The sensitivity and the precision of an NGS test can be
measured using reference standards, genetic materials with
well-known ground-truth properties.24 Natural genetic
materials provide useful reference standards as they are
typically inexpensive, and they typically encompass the
full size and the diversity of the human genome or

Figure 10. Precision was uniformly high across the ctDNA assays.
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the transcriptome. However, they must be well character-
ized using orthologous genome technologies, and can be
difficult to sustainably manufacture. Whilst the develop-
ment of reference genomes, such as the NA12878 genome,
have been key in evaluating whole-genome sequencing, the
development of cancer reference standards has been more
problematic.25

The widespread availability of DNA synthesis has also
enabled the development of synthetic RNA and DNA con-
trols. These controls can be rapidly designed and flexibly
manufactured to represent a specific genetic sequence and
can be mixed at different concentrations to represent quan-
titative genetic features, such as varying allele frequencies
or copy number variation.26 Finally, different synthetic con-
trols can be combined into a single mixture, enabling the
incorporation of many different diagnostic features into
one mixture that matches the breadth of features that can
be diagnosed using NGS.

With these reference standards, how dowe proceedwith
the clinical and the analytical validation of an NGS test? As
an example, I will report the findings of a large multi-lab,
cross-platform study that evaluated the performance of cir-
culating tumor DNA (ctDNA) assays using a range of ref-
erence materials.

Circulating tumor DNA are DNA fragments that are
released by cancer cells into the blood stream. ctDNA can
harbor somatic mutations that indicate the tumor of origin,
and their abundance can indicate tumor size and stage.27

The collection of ctDNA is rapid, inexpensive andminimal-
ly invasive, and can be performed serially to monitor tumor
evolution and therapy response. Given these advantages,
there has been considerable attention and investment in
using ctDNA as an accessible cancer biomarker.

Despite its potential, ctDNA assays face some major
technical challenges. The ctDNA fragments exist at low
concentrations, there is a large amount of non-ctDNA cir-
culating in the bloodstream and detecting rare somatic
mutation from a limited amount of input material can be
challenging. Given the clinical adoption of ctDNA assays,
there is a pressing need to measure the sensitivity and the
precision of these assays, and to understand the variables
that impact the performance of ctDNA assays.

We initially simulated ctDNA NGS libraries that have
undergone targeted capture and enrichment. The benefit
of simulated libraries is that they allow us to understand
the basic parameters that frame ctDNA analysis and can
distinguish the impact of bioinformatic variables from
downstream experimental variables. For example, we
could use simulated libraries to evaluate the impact of
where somatic mutation occur within an exon or under-
stand the impact of read alignability in low-complexity
genetic sequences.

We next employed synthetic DNA controls that repre-
sented known and important cancer mutations. These syn-
thetic controls were diluted at decreasing concentrations to
form quantitative scales of ladders of different allele fre-
quencies. That enables us to measure the limit of detection,
the sensitivity for rare allele frequency and quantitative
accuracy of the assay. Notably, we found a limit of detection
at a .05 percent allele frequency, with detection of mutations

below this abundance being more variable and uncertain.
This limit requires increasingly greater sequencing depth to
improve and may represent an inherent limit of ctDNA
assays.

We finally evaluated the reproducibility and the reliabil-
ity of ctDNA assays across different technologies and
different laboratories. To achieve this, we organized this
large-scale proficiency study using a mock tumor sample
that comprises different cancer cell lines mixed at different
frequencies. This mock tumor sample was provided to par-
ticipating laboratories who perform ctDNA sequencing
and analysis according to their standard protocols, with
the results sent to a centralized location for analysis and
benchmarking of performance.

This proficiency study evaluated five different commer-
cially available ctDNA assays, each of which used a range
of different technological methods or approaches, that was
performed across 13 different laboratories. At completion,
the proficiency study encompassed 360 different circulat-
ing DNA tests representing, to my knowledge, the largest
proficiency test for ctDNA assays, and probably one of the
larger proficiency tests for NGS.

Similar to our results from the synthetic control above,
ctDNA assays rarely achieved a sensitivity to detect muta-
tions below .05 percent allele frequency threshold.
However, we did find that precision was uniformly high
across the ctDNA assays, and the use of unique molecular
identifiers resulted in very few false-positives mutations
detected. However, there is a tradeoff to this high precision,
with the sensitivity for indels was quite low, and it is likely
that a higher sensitivity for indels will result in lower
precision.

Nevertheless, most assays were performed robustly and
reliably across the laboratories, and we found that steps in
the workflow, from the plasma extraction to the library
preparation, to the sequencing and the bioinformatic anal-
ysis, were generally impacted by only a few random, rather
than systematic variables between the laboratories.
Therefore, I would encourage researchers establishing of
developing ctDNA assays to take a closer look at the
large amount of data generated within this study, as well
as the broader recommendations we made, when establish-
ing and validating ctDNA assays within their laboratories
(Figure 10).

Munir Pirmohamed, FRCP, PhD, University of Liverpool,
United Kingdom

There is a huge degree of variability in drug efficacy—more
than 90 percent of drugs only work in 30 to 50 percent of
people. The trial-and-error approach we currently use
means that for some patients it takes a prolonged period
of time to identify the right drug that works for their dis-
ease. Conversely, there are also some patients who develop
adverse drug reactions (ADRs): studies have shown that
6.5% of all admissions to hospitals are due to ADRs,28

and 15% of patients in hospital develop ADRs,29 all of
which has an enormous cost burden on healthcare systems
(in addition to causing morbidity and mortality).
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When one examines the role of precision medicine in
drug response, it can be divided into two broad areas.
The first relates to disease classification—we still use
the same classification that was developed in the 19th
and 20th centuries and is based on phenotypic criteria.
However, molecular techniques are beginning to show
there is a great deal of heterogeneity in diseases, such
that in the future there may be a need to change the
taxonomy of disease. This also opens the possibility
of disease stratification with different disease
sub-phenotypes responding to different therapies. For
example, in asthma, stratification into different disease
phenotypes is leading to the development of precision
medicine approaches.30 Similarly, in cystic fibrosis, differ-
ent mutations in the CTFR gene lead to differential dis-
ease phenotypes and the use of different combinations of
precision therapies. The second relates to variability in
drug response even in individuals in the same disease
strata. This area of research is called pharmacogenomics,
the study of variation in DNA and RNA and how this
determines drug response.

Stratification of disease can also be based on the somatic
genome, as has been shown with cancer. Cancer is a genetic
disease, where the somatic genome deviates from the germ-
line genome through the occurrence of mutations in many
genes, including key driver genes. This has also been
opportunistic as it has provided the ability to develop tar-
geted therapies, for example vemurafenib for the V600E
mutation in the BRAF gene in malignant melanoma. The
development of targeted therapies is now routine in many
different cancers,31 and is used together with conventional
chemotherapeutic agents and immunotherapies to improve
response rates in many different malignant conditions,
sometimes with impressive results.

With the advances in genomic technologies, it is now
easier to undertake whole genome sequencing, which pro-
vides information on all pharmacogenes.32 Even if the cli-
nician is interested in one gene at the time the patient
presents for a consultation, the data from the rest of the
genome (and other pharmacogenes) will be needed as the
patients gets older, and will require other drugs in
the future. The challenge here is several fold: (a) interpre-
tation of currently known variants, and ensuring the right
decisions are made with respect to choosing the right drug
and dose for the patient; (b) storage of that data on elec-
tronic health records for easy future retrieval and being able
to act on it when the patient needs another drug; and (c) the
ability to make the system dynamic so that as future drug-
gene pairs are identified, the knowledge and the require-
ment to act on it are made available to clinicians, who will
need the appropriate decision aids to enact the change. This
will lead to challenges for regulators, guideline developers,
companies developing decision support systems, and for
the payers. Ensuring that the healthcare workforce has suf-
ficient knowledge and skills to enable implementation of
these novel approaches will also be a major challenge to all
healthcare systems.

Another challenge to consider is that genomic variation
will rarely be the sole determinant of how a person

responds to a drug. Inevitably, response to a drug is depen-
dent on a combination of factors including:

• host factors (age, gender, weight, etc.),
• concomitant medications (leading to drug–drug

interactions),
• disease factors (for example renal impairment) and
• genetic factors

Furthermore, in many countries, age demographics are
changing, with the proportion of people above the age of 65
years increasing. This is a good thing and highlights how
advances in medicine have led to increases in life expectan-
cy. However, this also brings with it some additional chal-
lenges for all stakeholders. People growing older typically
tend to live with more than one disease (so-called multi-
morbidity) and are often onmultiple medications (so-called
polypharmacy). In the EU, we are currently undertaking a
study called ubiquitous pharmacogenomics in seven coun-
tries,33 the aim of which is to determine how a multi-gene
panel covering over 40 commonly used drugs can be uti-
lized to reduce the burden of ADRs in a cost-effective
manner in such patient groups.

Another factor to consider is that most gene–drug pair
associations have been defined in European ancestry pop-
ulations. Although the same gene–drug pair associations
may be important for other ethnic groups, the frequency
of different variants changes with ethnicity. Thus, a variant
that defines a response in one ethnic group may not be
relevant in another ethnic group. This has been shown
with respect to warfarin. Warfarin is still a very widely
used drug; it is a narrow therapeutic index with a wide
dose range—some individuals require 0.5mg/day while
others may require 20mg/day, a 40-fold variation.
Determinants of daily warfarin dose requirements include
age, body mass index, interacting medications and several
genetic factors (CYP2C9, which metabolizes warfarin,
VKORC1 which is inhibited by warfarin, and CYP4F2
which is involved in vitamin K metabolism). The genetic
factors account for �40% of the dose variability, far greater
than the known clinical factors. Work undertaken by us was
able to show that genotype-guided dosing of warfarin was
superior to standard care in a randomized controlled trial
(termed EU-PACT).34 We subsequently went on to show
that this model could be successfully implemented into
anticoagulant clinics.35 Our dosing algorithm was devel-
oped for White individuals, which represented 97% of
our trial population. In the US randomized trial, called
COAG,36 no difference was shown between genotype-
guided care and a clinical dosing algorithm. Part of the
reason for this was that only 67% of the trial participants
were White, while 27% were Black and 6% were Hispanic.
Of importance here is that in the Black population, the
prevalence of the variants which were used to develop
the algorithm (CYP2C9*2 and CYP2C9*3) is much lower
than in White people, and the variants which are more
prevalent (CYP2C9*5, CYP2C9*11, etc.) were not assessed.

The same issue with ancestry has also been identified
with HLA genotypes and predisposition to serious
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immune mediated ADRs such as drug-induced liver injury
(DILI) and Stevens-Johnson Syndrome (SJS).37 For example,
the drug carbamazepine can lead to immune-mediated
hypersensitivity reactions such as rash, hypersensitivity
syndrome, SJS, and DILI. HLA-B*15:02, which is prevalent
in SE Asian population has been shown to predispose to
carbamazepine-induced SJS; this is now included in the
carbamazepine drug label as a recommended test.
However, the population prevalence of HLA-B*57:01 is
less than 0.01% in Europeans meaning that it would be
of little clinical utility in this population. Instead,
HLA-A*31:01 predisposes to carbamazepine-induced
hypersensitivity in European populations, as well as in sev-
eral other populations. Interestingly, the predisposition
with HLA-A*31:01 covers a number of phenotypes (SJS,
hypersensitivity syndrome, DILI) while the predisposition
with HLA-B*15:02 only covers SJS. Since the beginning of
this century about 30 different associations have been iden-
tified between different drugs and different HLA alleles,
leading to several different types of immune mediated
adverse reactions. A gene panel approach which can type
for all these alleles may be one solution for the future, again
a challenge for regulation and healthcare on how best to
utilize such an approach.

Finally, another challenge that we face as whole human
genome sequencing becomes more and more prevalent,
and cheaper, is that the majority (�97%) of pharmacoge-
nomic variants are rare, i.e., have aminor allele frequency
of less than 1%, and in fact most of them are very rare
(minor allele frequency <0.1%). In pharmacogenomics, to
date, we have largely focused on common variants, but it is
likely that the overall variation in the activity of a particular
drug metabolizing enzyme, drug transporter, receptor, and
other drug targets, will be due to both common and rare
variants. This will need to be considered in the future as our
knowledge of the rare variants increases, including their
functional consequences, and combined together with the
effect of common variants.

All the issues outlined above will require the develop-
ment of complex algorithms which take into account all the
necessary factors allowing the clinician to prescribe the
right drug. The development of other -omics technologies
such as proteomics and metabolomics, and their incorpo-
ration into these algorithms represents an added layer of
complexity for all prescribers, for healthcare systems, for
regulators, payers and for the pharmaceutical industry. In
clinical practice we already measure many protein and
metabolite levels as part of routine care, but broader
clinical-grade protein or metabolite panels are not yet
widely implemented but are likely to be developed in the
future.

To conclude, I think pharmacogenomics is an important
part of precision medicine, ready for implementation in
some areas as already being undertaken in many countries.
However, we need to do muchmore work to fully delineate
the causes of variability in drug response and use these
factors in multi-modal algorithms to ensure patients get
the right drug, at the right dose, for the right disease, and
at the right time. This will be a challenge for the whole

community (clinicians, scientists, regulators, patients,
etc.), but one which can be tackled by working together.

Richard Beger, PhD, National Center for Toxicological
Research/FDA, USA

The workflow in metabolomics begins with describing a
problem such as early biomarkers of liver toxicity or car-
diotoxicity.38 Then you develop an experimental design
which may include a human study, an animal study or
even an in vitro study. The metabolomics study design
will include procedures of when to collect and store sam-
ples. Whether to collect blood, urine, tissue, fecal, media or
cell samples? What are sample storage and preparation
conditions?

Once the samples are collected and stored, data acquisi-
tion can be conducted. Then you move on to data process-
ing and identification of the metabolites.

Next comes the statistical analysis—some of these are
single biomarker and some of these are multivariate bio-
marker type approaches. And usually, at that point, we also
try to do some functional interpretation. What is the under-
lying biology, and what is the mechanism behind these
biomarkers? And finally, the validation of the study out-
come and additional biomarker confirmation studies.

In 2017, there was a thinktank meeting and 45 scientists
got together and decided to start the Metabolomics Quality
Assurance Quality Control Consortium (mQACC). The
goal was to engage the metabolomics community to com-
municate and promote the development and dissemina-
tion, harmonization and best QA/QC practices in
untargeted metabolomics.

Quality assurance strategies typically include logbooks,
training, temperature monitoring and SOPs. For QC there
are three different parts which includes sample tracking,
randomization and storage and study design. The QC sam-
ples include system suitability, blanks, internal standards
and pooled samples. After the experiment is completed,
you use the data collected from QC samples to identify
data outliers, identify peaks, and evaluate peak acceptance
criteria (i.e., m/z, retention time, peak shape). System suit-
ability samples are used to test whether an analytical
system is “fit for purpose” and working within system
specifications with no contamination, prior to analysis of
the samples.39 Intra-study QC samples are typically pooled
samples and they have multiple purposes. Pooled samples
are used to condition the analytical system, to allow anal-
ysis of interstudy reproducibility with the same samples, to
monitor, assess and potentially correct for systematic errors
in measurements, during an analysis, and to optionally
used to filter variables based on the linearity and occupan-
cy.39 Some labs will have long-term reference standards or
intra-lab QC standards that are often used to evaluate spe-
cial class of metabolites that they run in every experiment
so they can show that over time that their data between
separate studies within the laboratory are consistent.
Interlab QC samples are often standard reference materials
(SRM) such as those that are available from NISTand allow
for direct comparisons across laboratories. Process blanks
or extraction blanks are considered QC samples and are
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used to detect and measure contaminants that may arise
from the sample processing. These signals can be removed
from a study during the data processing. Blanks are used to
determine carryover peaks and when carryover becomes
too great the analysis needs to be stopped.

An mQACC survey from 21 metabolomics labs found
that 90 percent of the labs assessed sensitivity, mass accu-
racy, and retention time and that 70 percent of the labs used
blanks to ensure instrument stability and about two thirds
of the labs reported that they assessed peak width.40 The
survey found that almost 40 percent of metabolomics labs
use multiple types of QC samples and another 40 percent of
those labs have a specific set of standards that they evalu-
ate. Another 20 percent of the labs used the biological
sample they are evaluating and then spike in standards.

How one prepares the samples before you inject them in
the instrument can also play a big role in how you measure
your metabolomics data. As an example, we studied 20
healthy volunteers, collected six tubes of blood from each
and then we randomized how we processed the six ali-
quots. The samples processing procedures: blood at 6 h at
zero degrees, blood at 6 h at room temperatures, plasma
after 24 h at 4�C, and plasma at room temperature for 24 h
were compared to blood converted to plasma with no proc-
essing deviations.41 The PCA indicates the variation in the
experiments did not alter the outcome to any large extent
(Figure 11). After PLS-discriminate analysis, we were able
to cluster the samples based on how we processed them.
The ones that showed the largest effect was the blood left at
room temperature for 6 h or the plasma which was left at
room temperature for 24 h.

Metabolomics in a clinical setting may augment PK, clin-
ical chemistry, and functional imaging data. One can com-
bine it with transcriptomics data, proteomics data or
metabolomics data. The idea is to use all the data to get
better decisions for the patient.42 Metabolomics may clarify
the role your genes can play in metabolite production.
Inborn errors of metabolism may markedly effect enzyme
activity.43 Disorders in intermediary metabolism may affect
small molecule production or primary energy metabolism.

A single metabolomic analysis may identify 20 different
diseases early on in an infant’s life.44

One of the first successes was the gut interaction in the
acetaminophen metabolome.45 In this example, we used
pre-dose samples and were able to show that the
p-cresol-sulfate interfered with acetaminophen metabolism
to the acetaminophen sulfate in rats. Acetaminophen is con-
verted by glucuronidation and sulfation and then it can pro-
duce the toxic metabolite NAPQI which gets deconjugation.
In humans consuming two 500mg/kg acetaminophen tab-
lets, similar metabolites were observed. The p-cresol sulfate
to creatinine ratio correlated with the amount of PSC acet-
aminophen sulfate.46 So higher levels of p-cresol sulfate
formed in the gut could lead to lower levels of acetamino-
phen sulfate which also could result in higher levels of the
toxic metabolite NAPQI (Figure 11).

In the case of acetaminophen, one may look for early
predictive biomarkers of toxicity. When 200mg per kilo-
gram of acetaminophen was administered to mice, analyses
revealed that palmitoyl carnitine increased at around 4h
where the ALT increased at 8 h. In rats given 1250mg per
kilogram we see the max of palmitoyl carnitine is at 6 h, but
the ALT maximum was at 24 h (Figure 12). When humans
are hospitalized because of an acetaminophen overdose,
they often are administered NAC right away and that
affects both the trajectories of the palmitoyl carnitine and
ALT.47 In a patient who did not get NAC treatment quickly,
the palmitoyl carnitine increases at 24 h and came back to
control levels at about 72 h but ALT increases at about 72 h.
So here the palmitoyl carnitine peak appears before ALT as
were observed in rodents and humans.

Many challenges remain in the field of metabolomics.
Metabolomics is a complex analytical process that can iden-
tify potential biomarkers of disease, nutritional status and
drug toxicity.

QC standards need to be tested and published.
Metabolomics reporting standards are needed to be devel-
oped and universality accepted. Rigorous testing and
validation are still required prior to regulatory approval
for use in routine pre-clinical or clinical applications of
metabolomics.

Figure 11. The PCA indicates the variation in the experiments did not alter the outcome to any large extent. After PLS-discriminate analysis, we were able to cluster the

samples based on how we processed them. The ones that showed the largest effect was the blood left at room temperature for six hours or the plasma which was left

at room temperature for 24 h (adapted from reference 41).
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Susan Sumner, PhD, University of North Carolina,
Chapel Hill, USA

This presentation is focused on using metabolomics to
reveal biomarkers of opioid use disorder (OUD) and to
inform nutritional intervention strategies. Evaluating
metabolism and drug addiction has a long history.

Drs. Marie Nyswander and Vincent Dole conducted
clinical trials in the 1960s that led to the development of
the Methadone Maintenance Program. Their research
developed the theory that addiction does not start with
sociopathic tendency or addictive personality. However,
they noticed that methadone prevented withdrawals and
reduced cravings in opioid addicts, enabling them to return
to normal life activities. And they noted that methadone
restored normal homeostasis, and the amount needed
varied for individuals. These observations led to the
theory that addiction is initiated through a disruption in
metabolism and results in persistent neurochemical disrup-
tion or disturbances, and that this imbalance is related to
psychological disturbances reported for addicts.

The metabolic theory of addiction was explained to me
by Dr. Jonathan Pollock, who is the chief of Genetics,
Epigenetics, and Developmental Branch at the National
Institute on Drug Abuse. The current diagnosis of OUD is
obtained through interview or questionnaires to determine
if the patient meets certain DSM-5 qualitative criteria.
These criteria include impaired control, social impairment,
risky use, tolerance, and withdrawal. If one exhibits at least
two of these criteria, they meet the diagnosis of OUD,
with the number of criteria met as an indicator of the sever-
ity of OUD.

Dr. Pollock and I discussed the need for objective bio-
logical markers that define OUD and to identify mecha-
nisms needed for the development of interventional
strategies. His interests lie in the identification of gene can-
didates, and my interests lie more towards assessment of
nutrients that could mitigate against this addiction.

Dr. Pollock has been collaborating with Dr. Arash
Etemadi, who is at the National Cancer Institute, and
Dr. Reza Malekzadeh, who is a distinguished professor of
medicine at the University of Tehran. Dr. Malekzadeh is the
PI of the Golestan Cohort Study that was initiated in the
northeast of Iran to study factors for upper GI cancers, and
one of his mentees (Dr. Reza Ghanbari) conducted research
in my laboratory as a NIDA Invest Fellow.More than 50,000
of the volunteers were analyzed for opiate use and its

complications, and more than 8000 individuals reported
opium use for mean duration of up to 13 years, either by
ingestion or inhalation. The OUD was determined using
the equivalent of a DSM-5 for a subset of the subjects.

There are many clinical measures and health phenotypes
in this cohort, including diabetes, cardiovascular disease,
and cancer. In the subset of urine samples that we received
for the metabolomics analysis, all the subjects that were
included in this subset were deemed healthy with the
exception that some of them had OUD.

What were our study questions? The first question
was—what metabolic perturbations are induced by
opium exposure? For this question, we compared the met-
abolic profile of urine samples from 218 high opium users
with the metabolic profiles of 80 nonusers (the control).48

The second question was—what are the metabolic markers
that define an OUD positive diagnosis49? In this case, we
compared the metabolic profiles of 138 high opium users
who were diagnosed as OUD positive, with 80 high opium
users who were diagnosed as OUD negative.

The goal was to determine biomarkers of OUD and to
gain insight into mechanisms associated with opium expo-
sure that could inform the development of interventions.
For our study, the subject characteristics showed that the
high opium users from whom these urine samples were
derived had a significantly higher use of tobacco and alco-
hol and a lower BMI than the nonusers. Therefore, whenwe
evaluated the metabolic differences between the opium
users and the nonusers, those perturbations arise from
the influence of the opium, tobacco, alcohol, and BMI.
The subject characteristic data for our sample indicates
that the opium users that were diagnosed as OUD positive
did not have significant differences in tobacco use, alcohol
use, or BMI compared with these opium users who were
diagnosed as OUD negative.

For this study, we used untargeted UPLC-high resolu-
tion-Orbitrap mass spectrometry, and we also used NMR
spectroscopy. For the mass spectrometry method, we used
a Q-Exactive HFx system and detected� 5000 features after
data filtering. We compared signals for the study pheno-
types of (a) high opium users vs. nonopium users, and
(b) high opium users diagnosed as OUD positive with
high opium users diagnosed as OUD negative. We used
univariate and multivariate statistics to determine the var-
iable importance to projection, as well as to calculate
p values and fold changes. Logistic regression modeling

Figure 12. The palmitoyl carnitine peak appears before ALT peak as observed in rodents and humans (adapted from reference 47).
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was also performed. The results of these analyses were
recently published.48,49

Signals that were important to defining the study phe-
notypes were matched against our in-house physical stand-
ards library of about 2000 compounds. Our library includes
endogenous compounds from host metabolism, as well as
exogenous compounds that can be derived from chemicals
in the environment or foods, drugs of addiction, medica-
tions, tobacco use, or metabolites derived from ingestion of
foods. We used big data analytics to annotate signals to
public databases if no match could be made to the in-
house physical standards library.

Approximately 3800 peaks differentiated (p< 0.1) high
opium users vs. non-opium users, while �712 peaks differ-
entiated high opium users diagnosed as OUD positive from
high opium users diagnosed as OUD negative (Figure 13).
There were 519 peaks common to both differentiations,
while 193 peaks were specific to differentiation of OUD
positive diagnosis from an OUD negative diagnosis.

For the 218 high opium users versus the 80 nonuser
controls, we saw signals that matched to metabolites of
opium, such as codeine, morphine, and their glucuronides.
These signal intensities were on the order of E-40 higher in
opium users compared with nonusers (we used back-
ground signals in the controls for comparison). Based on
subject characteristic data, we expected to see elevations in
tobacco-related metabolites because of higher reports of
tobacco use among opium users, and signals for tobacco
related analytes were elevated (E-15) over nonusers.

We also observed perturbations in the endogenous host
metabolism, including neurotransmitter metabolism, Krebs
cycle metabolism, one carbon metabolism, glucogenesis,
lipid metabolism, and vitamin related metabolism. We
also saw that phthalate signal intensities were different
between opium users and nonusers. These signals could
be derived from plastics or tubing that are used in opium
use. Because phthalates have been implicated in obesity,
diabetes, learning, and cognition, elevated phthalates
could be important in OUD.

Metabolites that could be derived from parent com-
pounds that are formed during curing or combustion of
plants were also detected in the urine of the high opium
users at higher levels than the nonusers. As an example,
acrylamide is known to be formed during the combustion
of tobacco, and metabolites of acrylamide can be detected
in urine of tobacco users. Based on stratification of the data,

we believe acrylamide could be formed during combustion
of the tobacco in our studies, and that it could also be
formed on combustion of the opium. However, we have
some more research to do to confirm that it is formed
during opium combustion. But nonetheless, I wanted to
mention that acrylamide has been linked to cancer out-
comes, and the detection of acrylamide-derived metabo-
lites in the urine of these high opium users is important
because cancer rates are higher in this cohort of opium
users compared with non-opium users. The higher cancer
rates could in part be due to the higher level of toxins that
can be produced on curing and combustion of plant matter.

Those were some of the metabolites and pathway per-
turbations that were different between the high opium
users and nonusers. Now, let’s look at metabolites that dif-
ferentiate high opium users diagnosed as OUD positive,
and high opium user’s diagnosis as OUD negative. We
conducted several logistic regression models. We started
with a model that used the age of enrollment and route of
administration as the base model (since these were signif-
icantly different in the subject characteristic between high
opium users diagnosed as OUD positive or OUD negative).
The base model resulted in an area under the curve is 0.625.
The Hosmer-Lemeshow goodness-of-fit test was assessed
to show that this was a good model.

We then used all 712 peaks that differentiated (p< 0.1)
the high opium users who were OUD positive from high
opium users who were OUD negative. This resulted in an
improved AUC of 0.720. Using all 712 peaks plus the sub-
ject characteristics, the AUC was 0.95. This demonstrates
that we have the potential of using metabolomics to get a
very strong biomarker signature of OUD. This model
selected 16 peaks as important to the prediction of OUD,
two of which matched to our in-house physical standards
library related to the tryptophan and purine pathways. Six
additional peaks matched to public databases, while eight
peaks did not match to our in-house library or to public
databases and are referred to as unknown unknowns.
Identification of unknown unknowns is a continuing
effort in the metabolomics community for expansion of
public databases.

We expected to see a general metabolic disruption
between the opium users and nonusers. Focusing on the
metabolic pathways and the perturbations, it is evident
that tyrosine and tryptophan metabolism are perturbed.
In addition, there are many vitamins that are cofactors for

Figure 13. Approximately 3800 peaks differentiated high opium users from non-opium users, and approximately 712 peaks differentiated high opium users diagnoses

as OUD positive from high opium users diagnosed as OUD negative.

Anklam et al. Emerging technologies and regulatory science 31
...............................................................................................................................................................



the tryptophan and tyrosine metabolism pathways. We also
saw perturbations in signal intensities for vitamins (or the
cofactor metabolites) between the metabolic profiles of
opium users and the nonusers. These metabolic perturba-
tions between users and nonusers could be attributed to
differences in the intake or uptake of vitamins, the conver-
sion to cofactors, or the utilization of the vitamin that could
be different between the opium user and the nonuser.

These vitamins are known to drive, or serve as cofactors,
in these metabolic pathways. Four of the metabolites on the
tryptophan/tyrosine pathway tested significantly different
between high opium users who are diagnosed as OUD pos-
itive and high opium users diagnosed as OUD negative.

We also saw general disruption in Krebs cycle metabo-
lism including increases or decreases in amino acids that
feed into Krebs cycle or in analytes within Krebs cycle.
Again, vitamins that convert pyruvate to acetyl-CoA were
perturbed between opium users and nonusers. This
becomes very important because pyruvate is needed to pro-
duce acetyl-CoA, which is used in many metabolic path-
ways, including fatty acid metabolism and one carbon
metabolism, which were also perturbed. Krebs cycle metab-
olism could very well be linked with memory and cogni-
tion because this is a cycle that produces FADH2 and
NADH for the electron transport chain to produce ATP.
So, you could imagine that lower levels of ATP could be
linked to memory and cognition. In addition, subjects that
were diagnosed as OUD positive versus OUD negative,
had significant differences in sugar metabolism and one
carbon metabolism in fatty acids.

In conclusion, pathway perturbations related to opium
exposure included an anticipated impact on tryptophan
and tyrosine metabolism. We did see perturbations in
vitamin-related metabolism and that’s consistent with
poor nutrition or a disruption in the absorption or

utilization of vitamins-observed in addicts. Vitamins are
important cofactors for the major metabolic pathways dis-
rupted by opium: including neurotransmitter metabo-
lism, TCA cycle, one carbon metabolism, and fatty acid
metabolism.

It is logical to postulate that a nutrient cocktail of vita-
mins or their metabolites, vitamin-like compounds (such as
choline), and fatty acids may protect against metabolic dis-
ruptions that lead to addiction. This concept is consistent
with the Doyle-Nyswander theory that addiction is initiat-
ed by a metabolic imbalance. We will be conducting subse-
quent studies in animal models to determine if we can
protect against addiction with combination cocktails of
nutrients.

Tobacco-related metabolites and other exogenous chem-
icals produced in tobacco or opium from curing or combus-
tion or in methods that are used to intake drugs may also
play a role in mechanisms of OUD by having a competition
for substrates.

Metabolites were identified or annotated that are unique
to an OUD positive diagnosis and could find clinical rele-
vance on validation. Of course, the limitations of this study
are that we need a larger sample size, additional opium
cohorts, and additional drugs of abuse to see if that
OUD pattern is the same for different types of drug abuse
(Figure 13).

David Wishart, PhD, University of Alberta, Canada

How software and databases can enable omics-based reg-
ulatory science will be described. The strengths and limi-
tations of the three major omics technologies: genomics,
proteomics, and metabolomics to assess the safety, compo-
sition and provenance of foods, cosmetics and drugs will be
highlighted (Figure 14). It is noted that metabolomics offers
regulatory scientists the opportunity to potentially identify

Figure 14. An outline of the role and impact of genomics, proteomics, and metabolomics in assessing the safety and evaluating the provenance of foods, drugs, and

cosmetics for regulatory science.
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and quantify more than 80,000 different chemicals in foods,
10,000 chemicals in cosmetics and nearly 3000 chemicals in
drugs. Metabolomics is also able to identify more than 2000
chemical contaminants or hazardous substances known be
found in these products. The breadth of coverage offered by
metabolomics allows regulatory agencies to more precisely
determine their chemical composition and ascertain the
allowed, illicit and potentially harmful compounds that
can be found in foods, cosmetics, and drugs. To provide
guidance on what chemicals should or should not be in
these regulated products, Dr. Wishart and his team have
been developing many open-access, comprehensively
annotated databases containing information on all the
known chemicals found in drugs, foods, and cosmetics,
including their safety profiles. These databases include
DrugBank,50 FooDB (https://foodb.ca) and the Toxic
Exposome Database or T3DB.51

Over the last decade DrugBank has become one of the
most frequently accessed references on drug compounds
for pharmacists, physicians, medicinal chemists, and regu-
latory scientists. It contains data on more than 2700 small
molecule drugs, 1400 biologics, 130 nutraceuticals, and
6300 experimental drugs in early phase clinical trials.
DrugBank supports a wide range of text, structure, spectral
and DNA sequence searching options. It also includes
detailed information on known drug structures, drug
names, drug ADMET (absorption, distribution, metabo-
lism, excretion, and toxicity) data, drug target data, mech-
anisms of action as well as data on drug metabolites and
drug metabolism. It also contains high quality, referential
NMR and MS spectra of many drugs to enable their iden-
tification and quantification. To complement the rich infor-
mation on drugs in DrugBank, Dr. Wishart’s laboratory has
developed a food constituent database called FooDB. This
database, which also supports a wide range of online
searching and browsing options, contains data on almost
80,000 compounds found in 730 different raw or lightly
processed foods, such as fruits, vegetables, meats, oils,
and common beverages. FooDB includes information not
only on nutrients and micronutrients found in these
common foods, but also data on thousands of food addi-
tives put into these food items. In particular, FooDB has
detailed data on the names, structures, concentrations,
flavor, aroma, color, health effects and referential NMR
and MS spectra of these food-associated compounds. Of
course, not everything in foods or drugs is there by
design or intent. To capture information on the compounds
that shouldn’t be in food, cosmetics or drugs, Dr. Wishart’s
team has developed a separate database called T3DB. This
fully searchable database contains richly annotated data on
nearly 3000 known pesticides, herbicides, antibiotics, endo-
crine disruptors, and carcinogens that can be found in
foods, drugs and other consumer products. Just like
DrugBank and FooDB, T3DB includes information on the
chemical structures of these toxic compounds along with
their names, safety or toxicity data, mechanisms of action,
known targets and referential NMR andMS spectra to facil-
itate their identification.

While our knowledge of what chemicals can be found in
foods, drugs and cosmetics is quite extensive, our

knowledge of the impact that these compounds have on
the human body is somewhat more limited. Indeed, under-
standing what happens to the many chemicals found in
foods, drugs, or cosmetics after they are consumed or
after they are applied is often more important from a reg-
ulatory perspective than understanding exactly what is in
these products. To consolidate the information known
about the chemicals that should and should not be found
in the human body and their impact on human health or
human physiology, Dr. Wishart’s team has assembled
several online databases. These include the Human
Metabolome Database or HMDB,52 MarkerDB53 and
Exposome-Explorer.54 The HMDB contains information
on more than 115,000 compounds that can be found in
the human body, including both endogenous and exoge-
nous compounds. These exogenous compounds include
xenobiotics such as chemical toxins, microbial products,
drugs, cosmetic chemicals, and food-derived chemicals.
The HMDB includes extensive information on the normal
and abnormal concentrations of these compounds in vari-
ous biofluids, tissues and organs. The HMDB is fully
searchable and maintains detailed descriptions of all its
compounds along with data on their names, structures,
synonyms, metabolic reactions, health effects as well as
their referential NMR and MS spectra. While the HMDB
is a very general metabolomics database, MarkerDB and
Exposome-Explorer are much more specialized. Both are
biomarker databases that are designed to capture more
detailed information about dietary, drug, cosmetic, pollut-
ant, or workplace chemicals found in the human body.
Exposome-Explorer covers 918 dietary and pollution-
related chemicals with more than 10,000 reported concen-
tration values in various biofluids and tissues. MarkerDB
has a similarly comprehensive dataset, with sensitivity,
specificity and concentration information on 1089 chemical
biomarkers including 265 exposure markers. MarkerDB
also includes information on gene, protein and metabolite
markers related to the physiological consequences of dif-
ferent dietary or chemical exposures.

While the databases described here can play a significant
role in the regulation, safety and monitoring of chemicals
found in foods, drugs, and cosmetics, they really only
scratch the surface of what typically needs to be assessed
or analyzed. Indeed, Dr. Wishart highlighted the fact that
only 5% of the signals seen in mass spectrometry analyses
of human biofluids or foods match with the compounds in
these databases. The other 95% of the signals correspond to
unknown compounds called “chemical dark matter”. Many
of these unknowns appear to be the product of human or
environmental chemical transformations. To address the
challenge of identifying unknowns, Dr. Wishart described
a technique called in silicometabolomics (Figure 15). This is
a computational method that takes what is known (i.e., the
chemicals in HMDB, DrugBank or T3DB) and uses ML
techniques to predict the reactions and reaction products
when these compounds are in the body or the environment.
The software tool his team has developed is called
BioTransformer55 and it is designed to rapidly and accu-
rately predict biologically feasible metabolite structures
that have gone through phase I and phase II, microbial,

Anklam et al. Emerging technologies and regulatory science 33
...............................................................................................................................................................

(https://foodb.ca)


or enzymatic environmental processes or transformations.
Tests with a number of pilot studies are showing that this
in silico approach can help increase chemical coverage by a
factor of 10 or more. BioTransformer is now being used to
generate more than 5 million predicted biotransformation
products and the full collection of predicted compounds
will soon be available through a database called
BioTransformerDB.

Overall, I believe that of all the available omics technol-
ogies, metabolomics offers perhaps the most fruitful
approach to assessing or monitoring food and drug
safety. This is because metabolites lie at the interface of
the genome and the environment, making them exquisitely
sensitive to both types of inputs. Past limitations with
metabolomic technologies, including rather modest chem-
ical coverage and limited biological interpretation are being
rapidly overcome. Indeed, through a combination of
advances in software, databases, and technology (some of
which were highlighted here), metabolomics could soon be
routinely used in many areas of regulatory sciences.

Reza Salek, PhD, International Agency for Research on
Cancer, WHO, France

To date, several initiatives have contributed to metabolo-
mics scientific reproducibility and standardization. For
example, at the European Bioinformatics Institute based
in Cambridge, UK, MetaboLights was set up to capture
metabolomic experimental data (https://www.ebi.ac.uk/
metabolights/). Similarly, in the US, NIH common funds

established an equivalent repository, the Metabolomic
Workbench (https://www.metabolomicsworkbench.org),
to capture metabolomic studies and experimental data.
Another related aspect is developing standards and provid-
ing a common framework to gather, share, and reuse
metabolomic information. In 2015, COSMOS launched
coordinate metabolomic activity specifically to address
data standardization needs,56 developing a set of standard
format and reporting templates for capturing experimental
metadata.57 The standardization work followed in a subse-
quent project, Horizon 2020 PhenoMeNal, funded by the
European Commission (https://phenomenal-h2020.eu/).
PhenoMeNal aims were to create a set of tools, portals,
workflows, and pipelines to bridge the way the data is
stored, processed and analyzed, all in a reproducible
and standardized manner. Following the PhenoMeNal
e-infrastructure initiative, the FAIR metabolomics (FAIR:
findable, accessible, interoperable, and reusable) principals
on experimental data sharing was supported by the
European Commission. FAIR pursues a broad community
involvement and collaboration building across ongoing
and existing efforts (https://www.go-fair.org/implementa
tion-networks/overview/metabolomics/). Figure 16
shows an overview of the above initiative. Some of these
efforts are now also coordinated through the ELIXIR pro-
gram, another European initiative that coordinates efforts
across existing resources to enhance compliance and har-
monize FAIR data sharing and resource usage.58

One of the activities at IARC is the development of
metabolomics application in epidemiology, exposure, and

Figure 15. A typical workflow for in silico metabolomics and the utility of BioTransformer in identifying chemical “dark matter.”
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exposomics, focusing on Cancer. Throughout our lives,
we are exposed to many environmental and lifestyle
exposures, some of which contribute to an increased
risk of developing cancer. To investigate this, over the
past 15–20 years, biological specimens, particularly blood
plasma, have been collected and stored at IARC as a coor-
dinator for the European Prospective Investigation into
Cancer and Nutrition (EPIC).59 EPIC consists of multicen-
tric cohort studies from 23 centers and 10 European coun-
tries and includes about half a million participants. EPIC
was designed to investigate the relationships between life-
style factors (e.g., diet, nutrition and environmental factors)
and cancer incidence. Metabolomics is a powerful tool to
investigate small molecules present in blood plasma and to
investigate its role and relation to cancer development risk.
Various metabolomics approaches ranging from targeted,
sensitive, and quantifiable assays to broader untargeted
techniques are used at IARC. Additionally, the dynamic
range of metabolites is quite broad, so we need to set up
several complementary analytical assays to generate
metabolomics data. With the ability to exploit various
chemical properties, one can expand the metabolome cap-
tured range in an experiment. Epidemiologists subsequent-
ly can analyze such datasets and investigate the role of
small molecules associated with increased or decreased
risks of certain cancer types. However, one of the critical
bottlenecks of metabolomics remains is metabolite identifi-
cation and results interpretation. Several ongoing collabo-
rative efforts aim to facilitate this by better reporting
identification60 and building tools for interpreting the
results (http://www.metclassnet.org). In conclusion, vari-
ous initiatives can enhance and democratize the application
of metabolomics in human health and better tackle the
ongoing challenge.

Hairuo Wen, PhD, National Institutes for Food and Drug
Control, China

The focus will be on the preclinical safety evaluation of
chimeric antigen receptor T (CAR-T) cells. It is well
known that the radiotherapy, chemotherapy, surgery, and
hematopoietic stem cell transplantation are major means of
cancer treatment and have effectively prolonged the life-
time of some patients. Meanwhile, the recent emergence
of cell therapy brought us novel strategies in the fight
with the relapsed/refractory tumors.61 CAR-expressing T-
cells recognize a variety of monoclonal antibody-specific
antigens on the cell surface, and therefore, could attack
human cells by activating intracellular signals of corre-
sponding antigens. CD19 antigen is highly expressed on
the surface of B lymphocytes and their progenitor cells, as
well as the tumor cells derived from B lymphocytes. CD19
antigen has become the most common target for CAR-T
products for acute lymphoblastic leukemia in children
and adults and has demonstrated impressive efficacy in
patients with B cell malignancies. Both Yescarta and
Kymriah are two anti-CD19 CAR-T cell therapies that
have been approved by the U.S.FDA for the clinical

second line treatment in 2017 and provided a boost of the
scientific community for the development of CAR-T.62,63

Further, Pembrolizumab for adult and children with unre-
sectable or metastatic tumor mutational burden-high were
approved in 2020, as the first approved CAR-T treatment
for solid tumors.64 Up to the end of May 2020, there were 41
CAR-T IND applications in China, including 31 applica-
tions targeted at CD19, taking account for about three-
fourths of the total CAR-T IND applications.

Meanwhile, the toxicity of CAR-T products has drawn
much attention. For instance, the on-tumor toxicities,
including cytokine release syndrome, tumor lysis syn-
dromes, organ-specific toxicities, including neurotoxicity
and pulmonary toxicity, and the long-term risks have
been recognized as important side effects that associate
with the CAR-T cells.65,66 At present, both the EMA and
U.S. FDA have published guidelines or documents on the
preclinical assessment of cell products (https://www.ema.
europa.eu/en/documents/scientific-guideline/guideli
ne-human-cell-based-medicinal-products_en.pdf; https://
www.fda.gov/media/87564/download). However, there
is currently lack of detailed reference for the preclinical
safety evaluation of CAR-T, and the important issues in
the safety evaluation of CAR-T include choice of animal
model, biodistribution, tumorigenicity, and study design.
For the choice of animal model, immunodeficient mice
are the most commonly used model in the preclinical
safety evaluation for CAR-T products for improving the
prediction accuracy. The process and/or environment of
CAR-T in animals should mimic its process and/or envi-
ronment in the human body to the greatest extent. The
xenografting mice model without host immune system,
whereas, could not completely simulate the cascade reac-
tion brought about by the CRS in the human, as well as the
off-target effect. Due to the lack of immune cell, non-tumor-
bearing immunodeficiency mice, which do not produce the
immune rejection reactions, allow CAR-T to proliferate in
vivo for a longer period and are more feasible in the non-
target safety evaluation. The biodistribution data could
provide information on the delivery, engraftment, and cell
retention, distribution, viability, proliferation, persistence,
and reference for dose justification and will help to inter-
pret the observed effects. It is a commonly used method for
biodistribution including in vivo imaging, flow cytometry
detecting CAR-T positive cells, immunohistochemistry
staining and qPCR. For the concerns on the tumorigenicity,
it has not translated to standard carcinogenicity studies.
Testing strategies may include in vitro testing including sev-
eral endpoints: cell growth rate, cell differentiation, cells
adhesion, growth factor independent growth, expression
of the oncogenes, and in vivo evaluations of cell
proliferation.

Dr. Hairuo Wen provided an example on the preclinical
evaluation of a CAR-T product that against the CD19,
which has demonstrated as a potent antileukemia therapy
for Chinese R/R ALL.67 In this case, the severe immunode-
ficiency mice (NSG mice) were adopted to construct a Raji
cell xenograft lymphoma model for a comprehensively
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evaluation on the efficacy, biodistribution and toxicity of a
4-1BB/CD3-f-costimulated target CD19 chimeric antigen
receptor T cell (CART19) on tumor-bearing mice.68 A total
of 120 NSG mice were used for combined pharmacody-
namic and toxicity status for 56 days in 96 mice of which
a single dose with Raji-Luc of half million per animal, and
different concentrations of CAR-T 19 including 20 million,
60 million, and 180 million per animal, respectively. The
remaining mice were left untreated. Testing of Raji-Luc in
mice included clinical singleton body mass, hematological
analysis, humanized cytokine, and emphasized a subset
counting and histopathological examinations. In addition,
a single dose of 60 million CAR-T 19 was interventionally
administered into 48 NSG mice, and its distribution of
CAR-T 19 in different T-cells was determined using a
qPCR method. As demonstrated in the results, the prolifer-
ation of lymphoma in NSGmice treated with CART19 were
inhibited and the survival time was significantly pro-
longed. The changes in the bio-distribution and toxicity
indexes related to CART19 are mostly associated with
their therapeutic effects and animal model characteristics,
and the effectiveness and safety of CART19 are consistent
to those of the similar products as reported. In addition, the
study system and techniques applied provided predictive
data to support the clinical trial for CAR-T therapy. This
study shed lights on the justifications on animal models,
test methods and data analysis for preclinical research of
CAR-T products in the treatment of hematological tumors,
and a reference for the research strategies and techniques of
the preclinical safety study for newly developed CAR-T
product. Their research data were used for an IND appli-
cation of CART19 to the National Medical Products
Administration, and a clinical trial permission was granted
in China in 2019.

Track C: Microphysiological Systems and
Stem Cells as Predictive Tools William
Slikker, Jr., PhD, National Center for
Toxicological Research/FDA, USA and Elke
Anklam, PhD, Joint Research Centre, EU

Emerging technologies are playing a major role in the cre-
ation of new approaches to assess the safety of both foods
and drugs. However, the integration of emerging technol-
ogies in the regulatory decision-making process requires
rigorous assessment and consensus amongst national and
international partners in various research communities.
The need for advanced approaches to allow for faster, less
expensive, and more predictive methodologies is becoming
increasingly clear. In addition, the strengths and weak-
nesses of each new approach needs to be systematically
examined. In pursuit of the goal to simulate a human—at
least in terms of chemical effects, safety evaluation, and the
practice of regulatory science—a system of cells or tissue
may be examined under strict criteria to reflect the human
condition. These “human-on-a-chip” and “human organ
construct” MPSs are an emerging technology that has the
potential to correlate in vivo with in vitro and simulate
human organ systems. Even though the use of human
cells may be an enormous advantage because there is no
need to extrapolate across species, there is the requirement
that different cell types be characterized in terms of devel-
opmental stage and functional capacity.

These MPSs have the potential to be used to (1) assess
basic biology and physiology, (2) assess the pharmacology
and toxicology of drugs and chemicals, (3) study organ–
organ interactions, and/or, (4) be used as a human disease
model. With the use of human cells there may be the
requirement that different cell types interact in a three-
dimensional relationship to provide predictive value for

Figure 17. AMED-MPS Project in Japan. Researchers from the National Institute of Advanced Industrial Science and Technology (AIST) and the National Institute of

Health Sciences (NIHS) coordinate the Device Manufacturing program, Standardization program of MPSs developed by universities and other academic institutions in

Cell supply andModel development program. Researchers from pharmaceutical companies participate in Standardization program. Central Research Center provides

a place for research and development.
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the intact human. Another important consideration for sim-
ulating human outcome is the quantification of chemical
exposure. Absorption, distribution, metabolism, and elim-
ination are features that need to be considered. For this
purpose, connection of several organs-on-a-chip with
well-constructed and well-tuned fluid dynamic systems,
to simulate an intact human-on-a-chip, is necessary.
Microfluidic control of multiple organ systems is possible,
and models envisioned by bioengineers have been devel-
oped. The challenges include the requirement for each
organ type to have its own specialized media while also
being connected to replicate the human circulatory
system. The integration of emerging technologies into the
regulatory decision-making process requires rigorous
assessment and consensus amongst national and interna-
tional partners in various research communities.

To address these important issues, a well-respected
group of experts will provide examples and advice con-
cerning the application of emerging technologies to regula-
tory science. These experts include Dr. Hajime Kohima
from the NIH, Japan and also Dr. Seiichi Ishida from
Sojo University, Japan; Dr. Alexandre Ribeiro, from
CDER/FDA; and Dr. Janny van den Eijnden-van Raaij
from the Institute for Human Organ and Disease Model
Technologies, the Netherlands; and Dr. Suzanne
Fitzpatrick, from CFSAN/FDA, as well as Dr. Kit Parker,
from Harvard University.

The second half of Track C is focused on the manufactur-
ing and regulatory challenges related to medical devices
and therapies. The field of cell therapies is growing. For
example, regenerative medicine, cellular therapies, gene
therapies, and stem cells can all be used to enhance the
healing processes. In this respect, of course, it is very impor-
tant to understand the interaction of living cells and the
environment. The following experts provide important
information to understand the many challenges, the prog-
ress made already, and actions to be taken: Dr. Uwe Marx
from the German company, TissUse; Dr. Kyung Sung from
the US-FDA; Dr. Tao Wang from the Chinese Center for
Drug Evaluation; Dr. Clive Niels Svendsen from the
Cedar-Sinai Medical Center, USA; and last, but not least,
Dr. Ivan Rusyn from the Texas A&M University, USA.

Hajime Kojima, PhD, National Institutes of Health
Sciences and Seiichi Ishida, PhD, Sojo University and
National Institute of Health Sciences, Japan

The focus is on the challenge of MPS standardization on the
absorption, distribution, metabolism, and excretion
(AMED)-MPS Project in Japan (Figure 17). First, the capa-
bility of MPS is demonstrated of MPS by the reproduction
of the physiological situation in its culture compartment as
exemplified by hepatic zonation. The results indicate that
the gradient of the medium formed depending on the posi-
tion in the MPS culture compartment and affected the via-
bility of the cells. In short, the percentage of the dead cells at
the outlet side of MPS is higher than that at inlet side, mim-
icking the observation of region-specific hepatic toxicity
induced by some chemicals in in vivo study. Such phenom-
enon is observed in the hepatic sinusoid (Figure 18). As
blood passes through the sinusoid, hepatocytes around
the sinusoid consume oxygen, nutrients, and some factors
in blood, and, at the same time, they secrete waste, factors,
and metabolites. These materials accumulate as blood
moves to the outlet, the central vein. Changes of the hepa-
tocyte functions according to this gradient are known
(Figure 19). Some of them are higher at the portal vein
side, and others are higher at the central vein side. These
differences induce the difference of hepatocyte functions
between portal and central vein sides. The result of gradi-
ent formation in the MPS culture compartment indicated
that reconstitution of the region-specific hepatic function

Figure 18. Hepatic Sinusoid and regional function. Hepatocytes within the lobule shows different functions in region dependent manner.

Figure 19. Standard procedure of the acceptance of new test method as a test

guideline in OECD.
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would be possible by MPS. This result and those from
others69 suggest the MPS can mimic the physiological phe-
nomena in in vitro. Based on such possibility, some phar-
maceutical companies are beginning to utilize MPS for their
drug development.70 To support these activities, discus-
sions on the MPS standardization from the regulation
side have been started in the MPS project. The chart is the
standard procedure of the acceptance of new test method as
a test guideline in OECD (Figure 19). There seems to be two
goals in this chart, one is “industrial acceptance” and the
other is “regulatory acceptance”. The final goal of MPS
should be to achieve the regulatory acceptance; however,
the current situation of MPS is at the research and devel-
opment stage. Thus, the immediate goal of MPS is indus-
trial acceptance. The AMED-MPS project is working to
standardize MPS as a newly developed test method.
National Institute of Health Sciences, National Institute of
Advanced Industrial Science and Technology, and the
University of Tokyo are leading these standardization
activities together with Japanese leading pharmaceutical
companies.

The standardization of MPS is discussed according to its
configuration. In the simplified model of MPS, the medium
in the reservoir bottle flows into the culture compartment
through tubing. After flowing through the surface of the
cell, the medium moves out and travels to the waste
bottle through tubing. The pump facilitates the medium

flow. The functionality of the cell used in the device is an
important component of standardization.71 Table 1 indi-
cates the example of theminimum requirements for live-
MPS, based on the pharmaceutical user opinion discussed
in AMED-MPS project. However, due to the complicated
configuration of MPS, there are other points to be consid-
ered for MPS standardization, including culture compart-
ment fabrication, tubes and bottles, and equipment
assembly to keep them viable in the culture conditions.
Some of the promising studies have already been reported
from the AMED-MPS project, such as sterilization of the
equipment72 and adsorption of chemical substances to the
surface of culture compartment.73 In summary, two differ-
ent criteria should be considered to enhance the MPS per-
formance standards. One is cell criteria, and the other is the
standard for material and equipment.74 The considerations
of these two aspects together will enhance the MPS perfor-
mance standards.

Alexandre Ribeiro, PhD, Center for Drug Evaluation and
Research/FDA, USA

MPSs are micro engineered platforms for culturing tissue-
or organ-specific cells in a designed microenvironment that
mimics physiological settings and holds great promise for
predicting clinical effects of drugs.75 The FDA Division of
Applied Regulatory Science (DARS) aims to move new sci-
ence into the FDACenter for Drug Evaluation and Research

Table 1. Minimum requirements for live-MPS.

Tissue

Standard existing

evaluation system Required Profile Evaluation target Measurement item

� Has sufficient drug metabolic

activity.

Expression of phase I enzyme

activity

Expression of phase II enzyme

activity

CYP, AO, FMO, MAO, CES

UGT, SULT, GST

� Has sufficient transporter

activity.

Functional expression of

transporter

ABC, SLC

� Has the ability to induce the drug

metabolizing enzymes.

Induction of CYPs CYP1A2, CYP2B6, CYP3A4,

nuclear receptor

Liver Human cryo-preserved

hepatocyte

� Capable of long-term culture. Cellular function MTT, albumin, urea

metabolism

� The structure of a micro bile duct

can be confirmed.

Bile pocket formation Localization of the biliary

transporter

Bile excretion capability

� Has the ability to excrete bile. Biliary transporter expression BSEP, MRP2, BCRP, PGP

� Long-term repeated exposure

that mimics the ling body.

Zonation Functional gradient

� Covering various toxicity

mechanisms.

Liver fibrosis aSMA, collagen

CYP: Cytochrome; AO: Amine oxidase; FMO: Flavin-containing monooxygenase; MAO: Monoamine oxidase; CES: Carboxylesterase; UGT: Bilirubin uridine

diphosphate glucuronosyl transferase; SULT: Sulfotransferases; CYP1A2: One of the monooxygenases which catalyze many reactions involved in drug metabolism

and synthesis of cholesterol, steroids and other lipids; CYP2B6: One of the monooxygenases which catalyze many reactions involved in drug metabolism and

synthesis of cholesterol, steroids and other lipids; CYP3A4: One of the monooxygenases which oxidizes small foreign organic molecules (xenobiotics), such as toxins

or drugs; MTT: A colorimetric assay for assessing cell metabolic activity; Albumin: Colorimetric high-throughput assay that detects Albumin concentration in serum;

Urea metabolism: Renal nitrogen metabolism primarily involves urea and ammonia metabolism and is essential to normal health; BSEP: The major transporter

responsible for the secretion of bile salts from liver hepatocytes into the bile; MRP2: Efflux transporter that serves to facilitate the biliary excretion of substrates;

BCRP: Efflux transporter that restricts the distribution of its substrates into organs such as the brain, testes, placenta, and across the gastrointestinal tract; PGP: A P-

glycoprotein ATP-powered efflux pump which can transport hundreds of structurally unrelated hydrophobic amphipathic compounds, including therapeutic drugs,

peptides and lipid-like compounds; aSMA: In the human liver, a-smooth muscle actin (ASMA) is present in smooth muscle of the vasculature, perisinusoidal cell (Ito

cells), and myofibroblasts derived from perisinusoidal cells; Collagen: The collagen superfamily of proteins plays a dominant role in maintaining the integrity of various

tissues.
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review process to close the gap between scientific innova-
tion and product review.76 Overall, DARS prioritizes
mission-critical applied research to develop or evaluate
tools, standards, and approaches to assess the safety, effi-
cacy, quality, and performance of drugs. DARS studies the
potential of using cells differentiated from human induced
pluripotent stem cells (iPSCs) maintained in a physiological
microenvironment for predicting clinical drug effects.77 To
date there has been limited uptake of MPS and iPSC-
differentiated cells for use in regulatory decision making.
To facilitate further uptake of these technologies in the reg-
ulated areas of drug development, DARS is developing
comprehensive approaches focused on ensuring the repro-
ducibility of using cellular microsystems.

Rationale for studying hepatic and cardiac cellular
systems. Research in DARS has been centered on hepatic
and cardiac cellular systems since drug-related cardiac and
hepatic adverse events have led to over 75 percent of safety-
related drug withdrawals. The liver is also a key organ to
model drug pharmacokinetics given the roles of drug trans-
port and metabolism in this organ in regulating drug clear-
ance and bioavailability.75,77 In addition, generation of toxic
or efficacious drug metabolites can occur in the liver and
the field could benefit from improved approaches for pre-
dicting these events from using liver systems in drug–drug
interaction studies, PBPK modeling and in vitro to in vivo
extrapolation.75 Biomarkers, or functional or toxicity mech-
anisms can be assayed from liver75,77 and cardiac
systems.77,78

Liver systems. The liver microenvironment is three-
dimensional (3D), where different hepatic cell types cells
are exposed to fluid flow.75 Liver systems have been devel-
oped to replicate these conditions for several applications
and have been demonstrated to enable long-lasting hepatic
properties of cultured cells. Based on the amount of pub-
lications in the field and commercially availability of sys-
tems, it is reasonable to expect the use of these systems in
drug development within the coming years.75 DARS has
studied a system with scaffolding where cells were
seeded, forming 3D microtissues under fluid flow.79

Having multiple cell types that exist in the human liver
can enable the evaluation of diverse mechanisms of drug
effects that depend on the function of different cell types.75

Co-culturing Kupffer cells with hepatocytes has been dem-
onstrated to enable the investigation of the role of inflam-
matory factors on the effects of drugs on hepatocyte
function.80 Inflammatory settings induced by lipopolysac-
charides generally consist of increased expression of
cytokines in Kupffer cells and reduced functional activity
in co-cultured hepatocytes. Reproducibility of results from
experiments repeated in different sites with hepatocytes
co-culturedwith Kupffer cells in a liver MPSwas demonstrat-
ed following QC criteria.79 The type and quality of cells to use
are of interest for meeting functional demands when aiming
to recreate specific properties of hepatic function.75 Overall
MPS can contain cells isolated from humans or cells from

iPSCs that are reprogrammed from somatic cells. Both prima-
ry cells and iPSC-differentiated cells are studied in DARS.

Cardiac and liver-cardiac systems. Despite recent
achievements in maintaining primary human cardiac tis-
sues in culture,81 primary cardiomyocytes are not often
used in MPS, iPSC-derived cardiomyocytes being the
most used cell type for these systems. In contrast to primary
hepatocytes, several difficulties exist in isolating primary
cardiomyocytes from donors for freezing, thawing, plating,
and maintaining in culture.78 DARS research of cardiac
systems has used iPSC-cardiomyocytes, which can be
easily maintained in culture but have fetal-like properties
that can limit their use.77 However, the microenvironment
recreated in cardiac MPS has been reported to enhance the
maturity of iPSC-cardiomyocytes77,78 and may increase the
spectrum of applications of these cells in drug develop-
ment. The interconnected liver–heart system being investi-
gated in our laboratory was developed at the University of
California, Berkeley, in the laboratory of Kevin Healy82 and
uses iPSC-derived cells.

Our ongoing experiments in establishing a heart–liver
connection aim to recreate clinical results where liver
metabolism regulates drug effects, as it occurs with terfe-
nadine where inhibition of its metabolism leads to its sys-
temic accumulation to levels that affect repolarization in
cardiomyocytes.83 A diversity of cardiac systems have
been developed in the recent years using iPSC-
cardiomyocytes, where some consist of 3D multicellular
models with recreated cardiac physiological features
that induce cellular alignment and set other properties
that define functional cellular maturity.78 Cardiac MPS
can also expose cells to electrical, physical, biochemical,
and biological cues to match properties of cardiac tissue
microenvironment. The engineered heart tissue pioneered
in the Eschenhagen laboratory84 allows assaying drug
effects on contractility. Ongoing studies with this type
of heart system focus on contractile endpoints and on
ensuring reproducible and stable function between
tissue batches. Upon fabrication, these tissues performed
as published with baseline force values around 0.2 mN
and stability in beat rate and other contractile parame-
ters.84 The mechanistic effects of drugs and the EHT abil-
ity to predict clinical drug adverse effects is also being
characterized.

Future directions to qualify MPS for regulatory
decisions. It is expected that the use of MPS will increase
in drug development in the coming years, and standardi-
zation and QC criteria will be critical for enabling their
utility in regulatory decision making, which differs from
applications in pre-regulated drug development. By evalu-
ating several systems for the same organs, DARS aims to
investigate commonalities between them and differences
that may benefit specific regulatory contexts of use.
Multiple stakeholders in addition to FDA laboratories are
necessary to translate complex cellular systems from ana-
lytical validation in a research facility or an academic
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laboratory into a qualification path, where different key
enablers need to be followed.

Janny van den Eijnden-van-Raaij, PhD, Dutch
Organ-on-Chip Consortium, The Netherlands

Among the problems facing healthcare, the absence of
appropriate drugs, and drug failures in the bench-to-
market pipeline have a major impact. An important
reason is the lack of human model systems that recapitulate
healthy or diseased organs and their function in the human
body. Organ-on-Chip (OoC) technology, particularly in
combination with cells derived from patients, might help
to solve these problems, enhancing drug development and
ultimately benefitting patients and society: better drugs,
available more rapidly and personalized, cheaper health-
care, business and jobs, and fewer animal experiments. The
overall result would be better quality of life at lower cost
with reduction or even replacement of animal experiments.

Organ-on-Chips are 3D cultures of cells in a “chip”, a
microfluidic device in which the cells interact. They are
intended to represent the smallest functional structures of
healthy or diseased tissues or organs outside the body.
Since the dynamics of the human body can be mimicked
in a controlled way, and the patient’s own cells with the
corresponding genetic background can be included in the
chip, this technology is expected to result in important
human alternatives for the current models.

hDMT, the Dutch OoC Consortium, was established five
years ago as bottom-up initiative from a multidisciplinary
group of Dutch scientists. The consortium consists of the
hDMT foundation and scientists from 14 partner organiza-
tions, including technical universities, medical centers, and
knowledge institutes, who share their expertise, facilities,
and ideas as a community. Research is done by the partners
and the partners are supported by the foundation. hDMT is
a not-for-profit pre-competitive technology institute, with
the aim to develop human OoC models and make them
available to interested users for a wide range of applica-
tions through open access publication and public meetings.
hDMT partners collaborate in specific projects with many
companies and other private partners in the hDMT
network.

An important impulse for the Dutch OoC research is
NOCI, Netherlands Organ-on-Chip Initiative, an 18.8 Me

grant from the Dutch Government for 10 years OoC
research. NOCI is a collaborative program of seven
research groups and is coordinated by Leiden University
Medical Center (LUMC). Research focuses on brain-, heart-,
and gut-on-chip, on disease mechanisms and interactions
between these organs.

Collaboration is key for hDMT, in the Netherlands and
beyond. In recent years, hDMT took the initiative to build
an OoC network in Europe, which currently encompasses
almost all European countries. It has been most encourag-
ing that countries, including the UK, Switzerland,
Scandinavia, and France, are now also linking scientists
and developers who work on OoC. This is the way forward
towards a European Center of Excellence for human OoC

by creating strong research collaborations throughout
Europe and beyond.

The community was strengthened through the H2020
project ORCHID (OoC in Development), that involved
seven research groups in five different countries, and was
coordinated by hDMT and LUMC. With the help of many
OoC experts worldwide, a community was built, a road-
map developed, and awareness created on many aspects
of OoC technology85,86 (https://h2020-orchid.eu/final-
report-orchid-available). The community building has led
in 2018 to the founding of EUROoCS, the European OoC
Society. EUROoCS is an independent, not for profit organi-
zation established to encourage and develop OoC research,
and to provide opportunities to share and advance knowl-
edge and expertise in this field. Anyone, anywhere in the
world can become amember, and can benefit from discount
for the annual conference and publication in the
International Society of Stem Cell Research (ISSCR) journal
Stem Cell Reports as the home journal when the OoCs con-
tain stem cells. The society is growing rapidly with many
enthusiastic contributors to further development of OoC.

A central question is how OoC adoption and use can be
accelerated. With the ORCHID experts, specific building
blocks of the European OoC roadmap were defined.
General aspects such as ethics, education and training,
and dissemination and communication were also
addressed. The experts stated that the dialogue between
developers, regulators and end users is essential for adop-
tion of OoC. This task was assigned to EUROoCS and
immediately taken up by establishing an Industrial and
Regulatory Advisory Board.

The specific building blocks of the European OoC road-
map (Figure 20) include specification, qualification, stan-
dardization, production and upscaling, and adoption, that
should result in many applications in various fields.
Standardization and qualification have high priority and
are crucial for further development and (end user and reg-
ulatory) acceptance of the technology.

There are many ready-to-use devices from different
developers, which are used to model diseased or healthy
tissue for specific purposes. Sometimes a simple model will
suffice, but for other purposes, more complex models
including multiple cells types, sensors, materials, and
fluid flowmay be required. Not all models are reproducible
among users and laboratories or qualified in an indepen-
dent way. Models are based on standalone devices, each
with their own equipment (pumps, tubing, sensors) that
cannot be connected because a standard is lacking. For
this reason, the ORCHID experts encouraged moving
towards standardization of OoCs at different levels to
bridge the gap between researchers and end users. For
devices, this could be realized via open technology plat-
forms as a basis to build customized solutions for specific
applications.

An important step in this direction is theMoore4Medical
Project, funded by ECSEL, that recently kicked off with 66
partners from 12 different countries. The OoC work pack-
age, coordinated by Delft University of Technology in the
Netherlands, focuses on the development of the next-
generation smart open technology platforms, bringing
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devices from different OoC manufacturers into a self-
contained and autonomous multiwell plate format, fully
compatible with biological and pharmaceutical workflows.

Another example is the open Translational Organ-
on-Chip platform, called TOP, developed by the
University of Twente in the Netherlands. TOP provides
an infrastructure for automated microfluidic chip control
and enables academic and commercial chip developers to
transform their OoC to plug-and-play formats, analogous
to LEGO blocks placed on a “mother board”.

Besides standardization, the ORCHID experts recom-
mended to establish independent OoC testing centers. Via
these centers, models can be independently characterized
with respect to technical and biological performance. In the
context of EUROoCS, a European OoC Infrastructure is
envisioned with testing centers for in-depth testing and
qualification, ending up in independently qualified and
fully characterized fit-for-purpose OoC models, with
guidelines and standard operating procedures on use and
applications. The data will be stored in a virtual data center
and be publicly accessible. This enables end users to select
models that are best suited for their applications.

Existing infrastructures in Europe can form the basis for
the European OoC Infrastructure. In the Netherlands, a
national infrastructure for OoC, coordinated by hDMT, is
being set up with Centers of Excellence (CoE) at all hDMT
partner organizations. These centers will offer different
services to developers and end users from academia and
industry. The iPSC &OoCHotel at LUMC (expert in human
induced pluripotent stem cells (iPSC)), and the OoC Center
Twente (expert in chip technology) are now collaborating in
a pilot scheme to realize the first two CoEs within hDMT,
with dedicated research staff, equipment, and training
facilities. This is expected to be an important step to accel-
erate building of the European OoC Infrastructure and to
facilitate adoption of the OoC technology.

Suzanne Fitzpatrick, PhD, Center for Food Safety and
Applied Nutrition/FDA, USA

In 2017, FDA’s Predictive Toxicology Roadmap was devel-
oped by senior scientists from all the FDA Centers.
A Roadmap was deemed necessary because science is
advancing so quickly with systems biology, stem cells, engi-
neered tissues, mathematical modeling and this created
opportunities to improve FDA’s ability to predict risk
while at the same time strive to replace, reduce, or refine
animal testing. FDA wanted to create a roadmap for the
whole agency to work together on critical activities that
could incorporate these new toxicological methods into
our regulatory science goals.

FDA’s Predictive Toxicology Roadmap outlines six steps
that talk about working together to incorporate new pre-
dictive toxicology methods in our regulatory reviews as
part of our initiative on regulatory science. The first was
to work together as a group. We needed to communicate
across all offices. We needed to work on research that
would meet the goals of our offices. We needed to make
sure our regulators were trained in new technological
methods before they saw them in applications. We

wanted to elevate our research we do at NCTR and other
FDA Centers that it would leverage these goals. We wanted
to work with all our stakeholders and to try to get that
feedback from our stakeholders because we saw advancing
regulatory science, especially in the field of toxicology—
was the goal that we all wanted. We all wanted the same
end point of approving safe and effective products, and so,
we wanted to work with the stakeholder community to
accomplish those goals. More importantly, we wanted to
inform the Office of the Commissioner and the public as
to what we were doing in this important area.

One thing we emphasized in our predictive toxicology
roadmap is the critical role of the FDA regulators. We rec-
ognize that regulators should be included upfront in any
new method development because we know what the
questions that need to be answered. The FDA regulators
can identify gaps for additional research. Additionally,
we can train our regulators upfront in these new methods
so the first time they see them is not in a regulatory appli-
cation. So again, working together with our stakeholders is
an important goal to move predictive toxicology forward
for FDA.

Our plan emphasized the focus of FDA scientists, but
also emphasized the important goal of getting regulators
upfront to outline regulatory questions so that tools weren’t
developed and then tried to fit into a regulatory paradigm.
It should be the other way around.

Another related plan that FDA also contributed to is the
new Tox21 Strategic and Operational Plan. Another plan
that we are also very active in is the Interagency
Coordinating Committee on the Validation of Alternative
Methods (ICCVAM) Road Map. This one also emphasized
that regulators need to be upfront. We need for regulatory
science to help identify gaps and help to work together as a
community towards filling in those gaps.

We have heard of the three R’s: to replace, reduce, or
refine animal testing. The three R’s that ran through our
roadmap and the ICCVAM and Tox 21 roadmaps can be
called the three C’s: communication, collaboration, and
commitment. FDA stresses communication with all our
stakeholders, collaboration with our scientific partners,
and commitment for alternatives. FDA is very committed
to develop new predictive alternative methods that may
help reduce, refine, or replace animal testing.

We have presented these ideas to our stakeholders, and
we got a lot of feedback, and one of the things that stake-
holders have said is they’d like to see an implementation
plan with specific goals for the roadmap and for FDA to
clearly define what our goals were and what specific
actions we were doing to reach those goals. We agreed,
and we have developed an agency implementation plan.
We have charged a high-level cross-agency committee to
carry out these goals. This committee is the FDA
Alternative Methods Work Group (AMWG).

FDA stakeholders have requested that FDAmake public
our progress in moving towards alternative testing. They
wanted FDA to tell the public what exactly we were doing
to advance predictive toxicology. FDA agreed that that’s
important, and we have developed a public website
(Advancing Alternative Methods at FDA. 2020 (https://
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www.fda.gov/science-research/about-science-research-
fda/advancing-alternative-methods-fda). to update, in real
time, what FDA is doing in the alternative field.

FDA stakeholders also wanted one entry point to FDA to
present their new methods so that—we agreed that would
be a good idea. In the past, FDAers would get e-mails from
scientists saying, “I’ve got a great method. Can I present it
to FDA? What can you do to help me?” So, FDA developed
the FDA Webinar Series on New Alternative Methods to
allow sponsors of new technologies to introduce these
new technologies to FDA. More information and criteria
foe acceptable methods can be located on our website.
FDA also has an email address, alternatives@fda.hhs.gov,
where the public can communicate with FDA on any idea
on alternatives.

One of the criteria for these accepting new methods into
the webinar series is that the developer needs to identify up
front what the regulatory gap or regulatory need that the
method would help fill. Additionally, the developer needs
to submit some data to demonstrate the approach. That’s
the most important thing that FDA wants to see: can your
method fit into our regulatory plan. The webinar series is
only internal for If any of our FDA laboratories, which also
work on alternatives or other FDA components are inter-
ested in continuing the dialogue with you, we will help
them set up some type of collaboration agreement,
CRADA, tech transfer, or something like that to help
assist in bringing all these new methods to the FDA.

The alternative methods work group or AMWG is under
the Office of the Chief Scientists in the Office of the
Commissioner. I’m one of the chairs and so is Dr. Donna
Mendrick fromNCTR. The AMWGhasmembers from each
center. We have six program centers, including, foods,
drugs, biologics, devices, veterinary medicine, and tobacco.
Also included is the Office of the Chief Scientist, as well as
our entire field force and NCTR. They all work together to
strengthen FDA’s long commitment to promoting the
development of new technologies and to reducing animal
testing. We believe that working together as an agency is
the best way to accomplish these goals, helping each other
as we build competence in these newmethods. The AMWG
is the focal point for how interacting with our U.S. federal
partners and other global stakeholders to facilitate a discus-
sion and development of draft performance criteria for
alternative methods. Our FDA website is where we’re
going to be putting some of our more recent publications
on alternatives.

One of the first things that the AMWG is looking at are in
vitro MPSs. We wanted to develop agreed upon FDA ter-
minology for MPS because references in the literature are
describing this technology with different terminology and
this adds to the confusion as this field advances. FDA
wanted to identify upfront that if FDA addresses MPS we
do it in a consistent manner. In addition, we’re working on
identifying partnerships to advance the MPS technology.
We plan to work on, with our stakeholders, to drafting per-
formance criteria for MPS.

MPS is a very important technology to FDA. FDA started
working with DARPA on this technology in 2011 when it
just seemed almost a pipe dream that we could develop
these in vitro physiological systems. FDA collaborated
with both the Defense Advanced Research Projects
Agency (DARPA) and NCATS to develop MPS. From the
beginning of this project, FDA advised on regulatory
requirements, validation, qualifications, and what refer-
ence compounds would be appropriate. In addition, FDA
indicated what regulatory questions were pertinent. This
was unique because it was the first time where regulatory
scientists were involved at the very beginning of a very
important technology, a technology with a lot of potential.
We were able to identify gaps upfront, gaps, that if filled
could help what we needed to regulate our products.

FDA developed a working definition for MPS and for
organs on a chip. These definitions can be found on FDA’s
alternative’s website. FDA believes that it’s important that
we agree upon an FDA definition for MPS so it’s clear what
we are referring to when we speak on the topic. Not only
are we working with our outside stakeholders, FDA is also
doing internal research on different MPS systems to help us
in developing performance criteria for bringing these data
from these systems into the regulatory arena. FDA has
developed partnerships with different companies that are
developing in vitro MPSs. We started with the two DARPA
chips, from Emulate and from CN BIO. We are currently
expanding our interactions to MPS from South Korea, and
from San Francisco. This helps FDA understand this very
complicated technology. We can make sure our researchers
and our regulators understand this technology when we
start seeing it in a regulatory submission.

To qualify any new alternative, it’s necessary to start
with a regulatory question, which is also called a context
of use. How can this new method be used to answer a
question? What is the purpose of it? Then depending on
the question and where it’s used in the regulatory

Figure 21. Value chain and roadblocks from an MPS invention towards a validated MPS-based assay benefiting patients.
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process—is it used to prioritize or to a replacement of a
pivotal study—dictates on how much validation or data
we need. Developers must also define the applicability
domain, limitations, sensitivity and specificity. FDA sug-
gest that developers come in with one context of use.
Additional contexts can be added later. Any method can
be used in a regulatory applicant but if context of use and
you’re qualified—and FDA agrees with you, we want to
ask you for any underlying data, just like if you put in an
animal study in order to support the reliability of your
model.

In conclusion, I hope I’ve convinced you that FDA has
taken steps to advance the regulatory applicability and
acceptance of novel methods. We work collaboratively
with all our stakeholders to develop these new tools, to
answer regulatory questions, and in identifying critical pri-
ority activities and working with partnerships. We hope
we’ll be prepared to not only meet our mission today, but
also in the future.

Uwe Marx, PhD, TissUse, Germany

The focus is an overview on MPSs and their industrial
adoption and regulatory acceptance. The company is a
spinoff of the Technische Universit€at Berlin founded in
2010, pioneering a human body-on-a-chip concept and
translation of human multi-organ-chip technologies into
commercial use at end-user laboratories. MPS may be
defined—often named organ-on-a-chip, multi-organ-chip,
body-on-a-chip or human-on-a-chip—as microfluidic cell
culture devices capable of emulating human biology in
vitro at the smallest biologically acceptable scale and pro-
vide a historical sketch. The history of MPS started in the
first decade of the century, and progressed along two main
avenues: the MPS-based single tissue engineering

pioneered by Linda Griffith�s labs at the MIT, USA87 and
the MPS-based multi-tissue engineering pioneered by
Michael Shuler at the Cornell University, USA.88

Subsequently, a strategy to explore the knowledge about
the smallest functional units of each human organ, that
time called sub-organoids or micro-organoids, to design
and operate MPS for predictive drug testing was published
by UweMarx.89 The strategy is because the functional units
are evolutionarily conserved, subject to genetically
encoded self-assembly and, given the provision of a
human-like micro-organoid, specific microenvironment
can self-assemble in vitro too. Just to give some examples,
food absorption is accomplished by millimeter-size intesti-
nal villi. The liver lobule is metabolizing the food and is
producing proteins for the body. And finally, kidney neph-
rons are excreting urine and re-absorbing water into the
blood stream. In 2012 this concept has been detailed into
a first human “body-on-a-chip” design with a downscale
factor of 1:100,000.90 The lung-on-a-chip of Donald Ingber’s
labs at Wyss Institute, USA, was the first MPS to the Journal
Science.91 Together with the enrollment of a US National
tissue chip program from 2011 onwards92 that
developments stimulated an exponential growth of
MPS-developments in academic laboratories globally.
Consequently, those academic developments cumulated
in more than thousand scientific papers on MPS in 2019
with another MPS-publication reaching the Science
Journal.93

The next question is how academic MPS inventions
finally can deliver benefit for patients, the highest value
for our society. This requires the adoption of MPS-based
assays as decision support for new drug candidates and
advanced therapies by the pharmaceutical industry and
their acceptance by the authorities. The value chain to the

Figure 22. Constructive interdependent qualification processes for MPS-based context-of-use assays at TissUse. Equipment qualification includes Installation

qualification (IQ), Operational qualification (OQ) and performance qualification (PQ) at end-user sites after technology transfer.
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patient’s bedside stretches from academia, through suppli-
ers, CROs and the pharmaceutical industry, to the regula-
tory authorities. To introduce the conclusion of major
players from all stakeholder groups along that value
chain, in a recent transatlantic think tank for toxicology
report, no MPS-based assay data reached authorization
processes and only 23 MPS-based context-of-use assays
have been involved in end-user industries for internal can-
didate portfolio assessment as of end of 2019.94 These
assays were based on seven different MPS-based human
single tissue/organ models (blood vessels/vasculature, bone
marrow, gut epithelium, lung, liver, ocular compartment,
kidney epithelium) and three multi-tissue/organ-models
(liver-pancreatic islets, liver-thyroid, skin-tumor). It was
outlined that this is in stark contrast to the large number
of academic activities which support novel discoveries and
satisfy the curiosity of scientists. The main reason is that
there are major obstacles at the interfaces between the
stakeholders in the value chain as highlighted in Figure 21.

Firstly, the well-known replication crisis prevents a
major part of academic discoveries to be reproduced in
other laboratories.95 For MPS, this is exacerbated by the
fact that most systems and chips are home-grown and
therefore not commercially available to other labs for data
reproduction. Secondly, a qualification gap exists for tools
and models between MPS suppliers and pharmaceutical
industry due to the yet immature status of the supplier
industry and its focus on equipment and disposable chips
rather than on chip-based qualified human biological
models and assays. Thirdly, within the pharmaceutical
industry, a mental barrier and intellectual property issues
prevent the voluntary sharing of MPS-derived assay data
with the regulatory authority if they screen out the candi-
date already in the preclinical phase. Dr. Marx emphasized
that the report provides proposals which have been

developed by the MPS-stakeholders at the workshop,
held in Berlin in 2019 for overcoming these three obstacles.
On one hand professional suppliers developed from high-
ranking academic backgrounds filling the gap of commer-
cially available qualified MPS equipment and chips. Prime
examples are TissUse, a spinoff of the Technische
Universit€at Berlin in Germany, Emulate—a spinoff of the
Wyss Institute in Boston, US,—and Mimetas with its roots
in the University of Leiden, Netherlands. On the other
hand, regulatory agencies are gaining experiences applying
MPS-based models and assays in their labs in the context of
regulatory science. The US FDA is the front runner here
with the largest know how in this area and other agencies
such as the Chinese National Center for Safety Evaluation
of Drugs are following now as a recent paper demon-
strates.96 The stakeholder report sketched a roadmap over
the next 15 years. The authors are confident that within the
next five years some of the qualified MPS-assays at end
user labs will produce data used in IND/IMPD application
documents to initiate clinical trials. Mature MPS-based
models such as TissUse’s human long-term bone marrow
model and advanced cell therapies will be the key drivers
for that achievement. The next level of human MPS-based
models is expected to emulate self-contained organismal
pathophysiology of individual patients through intercon-
nection of ten or more autologous organ models97 within
the next 15 years. That might trigger the use of such MPS-
based personalized patient equivalents for studies to mimic
Phase 1 and Phase 2 clinical trials.98

Due to the current lack of consistent guidelines for the
validation of MPS-based context-of-use assay, TissUse has
implemented and annually inspected total quality manage-
ment system certified according to latest DIN ISO 9001:2015
standards. Three different qualification processes that build
on each other form the backbone for the establishment of

Figure 23. Readiness levels defined at TissUse to easy customer communication, collaboration, and technology transfer management.

46 Experimental Biology and Medicine Volume 246 2021
...............................................................................................................................................................



valid assays within the company or in cooperationwith end
users. These processes are equipment qualification accord-
ing to European CE mark standards, qualification of bio-
logical models based on a specific set of that equipment,
and qualification of a certain context-of-use assay building
on a qualified model using its specific set of qualified
equipment as highlighted in Figure 21. Adherence to
good cell culture praxis standards99 is required for such
model and assay qualification.

TissUs�es current equipment portfolio consists of two
devices (a HUMIMICVR Starter laboratory system and a
HUMIMICVR AutoLab automated higher throughput
system) and three types of chips (HUMIMICVR Chip 2,
HUMIMICVR Chip3, HUMIMICVR Chip4) enabling any
single organ model culture and the co-culture of 2, 3 or 4
interconnected organs respectively. An on-chip micro-
pump ensures surrogate blood perfusion at near to physi-
ological tissue to fluid ratios and pulsatile flow. One has a
microscopic access to the different compartments and the
circulation. The equipment is commercially available for
academic laboratories exploring their own biological
models on the HUMIMICVR platform. For industrial end-
users e.g., in the pharmaceutical or consumer products
industries a qualified biological model is mandatory prior
to the qualification and use of an assay fitting customers’
purpose. At TissUse 16 human single-organ models and 12
multi-organ models have been established so far with this
equipment. On the basis of these models (Figure 22),
context-of-use assays are currently being established at dif-
ferent readiness levels of end-users (Figure 23).

These readiness levels consider the fact that the interests
of end-users (e.g., pharmaceutical and consumer product

industries, biotech and CROs) in MPS-based solutions are
very different. Thus, early adaptors like to set their high
qualification standards already at the model establishment
stage (readiness level I) and are interested in validating the
substance tests with an established assay in interlaboratory
studies (readiness level II). They aim for the long-term use
of such assays for their entire portfolio in future. In contrast,
a midsize biotech company might be interested in fast
assessment of a new advanced therapy under develop-
ment. In this case a fully established contract testing service
for their particular context-of-use is required which fits
with readiness level III.

A prime example of a successful human repeated-dose
bone marrow toxicity assay has been established in collab-
oration with pharmaceutical industry partners after adop-
tion of the underlying MPS-based academic four-week
human bone marrow culture100 to TissUse’s HUMIMICVR

platform. Guided by AZ’s drug safety and metabolism
department a hematopoietic active human bone marrow
model has been characterized and qualified for a stable
and reproducible performance over eight weeks. Process
costs have been decreased and a repeated dose scheduling
assay has been established to assess lineage-specific toxic
effects. Technology transfer and inter-laboratory studies
completed the qualification process. Success of the qualifi-
cation and attractiveness of the model stimulated other
pharmaceutical companies to engage in portfolio candidate
testing with the same underlying biological model. Once
established and accepted at that highest level of qualifica-
tion, the added value of such human organ models feeds
back into high-ranking academic labs. The bone marrow
model, for example, attracted the interest of George

Figure 24. MSC aggregates in chondrogenic condition. (a) representative images of twoMSC lines (MSC-A andMSC-B) at early passage (passage 2 or 3) at day 7 (D7)

and day 21 (D21); (b) MSCs at late passage (passage 5) at D7 and D21; (c, d) histology images that were analyzed to confirm the deposition of cartilage-associated

extracellular matrices (GAG shown in blue and collagen shown in red). The histology data show that the cells lines recovered in size deposited higher amounts of

cartilage-associated extracellular matrices compared to the cell lines did not show the recovery (d).
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Duda’s labs at the Julius Wolff Institute of the Charit�e,
Germany. They explored the bone part of the
HUMIMICVR -based bone marrow model by modifying
matrix components and the stimulation scheme for expo-
sure to hip implant-associated dissolved Co and Cr at clin-
ically relevant concentrations. This led to direct cytotoxic
effects and verified binding of Cr to inter-trabecular bone
matrix found in patients.101 Such feedback loop making
industrially qualified models and assays available to aca-
demic research and discovery, in turn, solves the problem
of reproducibility at this level.

Thank you to the TissUse team and the involved part-
ners for their outstanding contributions and the Ministry of
Education and Research in Germany for the financial
support.

Kyung Sung, PhD, Center for Biologics Evaluation and
Research/FDA, USA

The potential applications of MPSs in characterizing regen-
erative medicine cellular products is the focus. As a regu-
latory unit within FDA, Office of Tissues and Advanced
Therapies (OTAT) regulates many different types of prod-
ucts, including gene therapy products, stem cell, and stem
cell-derived products, product for xenotransplantation,
functionally mature and differentiated cells, therapeutic
vaccines, blood and plasma-derived products, and combi-
nation products that include engineered tissues and organs,
medical devices, and tissues. It was mentioned that the
field of cell therapy is rapidly growing, as can be seen
from the number of Investigational New Drug applications
(INDs) that OTAT/Division of Cell and Gene Therapies
(DCGT) received in recent years (https://www.fda.gov/
vaccines-blood-biologics/cellular-gene-therapy-products/
approved-cellular-and-gene-therapy-products). It is inter-
esting to note that there are a few licensed cellular products
derived from functionally mature and differentiated cells
and other than cord-blood based products, that there are
currently no approved products based on multipotent and

pluripotent cells in the U.S. market. This is partly due to the
complexity and heterogeneity of the cellular products,
which pose several manufacturing and regulatory chal-
lenges. In addition, cells are typically exposed to various
conditions and exogenous factors during manufacturing
processes, making the cells functionally different from
their original states. This emphasizes the need for new
methods and quality attributes to reliably predict the bio-
logical functions of manufactured cellular products.

Two PoC studies that used MPSs to quantitatively eval-
uate the regenerative capacity of multipotent stromal cells
(MSCs) are shown. MSCs are an attractive cell source for
cell therapy because the cells can be harvested from various
tissues sources such as the bone marrow and fat tissue, and
they can be differentiated into bone, cartilage, and fat. In
the first example, morphology analyses of 3D MSC aggre-
gates, which were cultured in chondrogenic condition for
21 days, were performed to evaluate chondrogenic capacity
of MSCs.102 The 3D aggregate platformwas chosen because
it recapitulates critical cell–cell contact that is required for
proper condensation and determination of MSCs.103 MSC
preparations from eight different donor sources at two dif-
ferent passages (early P2/P3 and late P5) were tested to
evaluate donor and passage dependency. Figure 24 shows
representative images of MSC aggregates in the cultures,
showing different growth patterns of MSC aggregates from
early and late passages. Twenty-one days of morphology
analyses showed that all the MSCs tested had an initial size
decrease from day 1 to day 4. Furthermore, most of the
early passage MSCs showed recovery of MSC aggregate
size after day 4, whereas most of the late passage MSCs
did not show similar size recovery. When the team evalu-
ated the histology, the ones that showed more size recovery
showed higher disposition of the cartilage-associated
extracellular matrix such as sulfate-GAG and collagen
(Figure 24). They then examined the correlation of the
size features with synthetic activity in chondrogenic gene
expression. The data suggest that the functional matrix
accumulation, but not the chondrogenic gene expression,

Figure 25. Regulatory requirements and measures.
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correlated strongly with aggregate morphology. Overall,
the study provided a method for the early estimation of
chondrogenic differentiation capacity, which may have
important implications for the manufacture of high-
quality MSC products.

In the second example, a 3Dmicrofluidic co-culture plat-
form that was used to investigate vasculogenic potential of
MSCs is described. In addition to the direct differentiation
of MSCs into cartilage-forming cells, MSCs are known to
produce several paracrine factors that could stimulate
angiogenesis or vasculogenesis. The proposed clinical
applications for these paracrine interactions include
wound repair, immunomodulation, and ischemic reperfu-
sion. A compartmentalized co-culture platform104 was used
to measure the MSC paracrine effect on the stimulation of
the vasculogenic network formation and the influence of
manufacturing parameters, such as donor and cell passage.
In the system, endothelial cells (HUVECs) are loaded in the
center channel, and stromal cells were encapsulated in
fibrin hydrogel injected in the side channels. After the qual-
ification of the microfluidic device, a small screen was con-
ducted using MSCs from four different donor sources at
two different passages: passage three and passage five.
Data suggests that the vasculogenic potential of MSC tro-
phic factors appears to be influenced by manufacturing
parameters, such as the donor source and passage
number (Figure 24).

To conclude, methods that could have predictive value
for biological activity and thereby lead to improved cellular
product characterization are described. In addition, differ-
ent MPSs could be used to understand the influence of var-
ious manufacturing parameters on the quality of cellular
products and to identify the quality attributes that may
have an impact on the safety and effectiveness of cellular
products.

Tao Wang, PhD, National Medical Products
Administration (NMPA), China

An overview from the regulatory perspective of Anti-
SARS-Cov2 drug and vaccine development in a public
health emergency is provided. Since the outbreak of the
COVID-19 public health emergency in early 2020, Center
for Drug Evaluation (CDE) has been committed to the
development of anti-SARS-Cov2 drugs and conducting
review in accordance with the Vaccine Administration Law
and the Special Review and Approval Procedure for Drug
Registration issued by former State FDA, order no. 21.
CDE’s work mainly involves the establishment of regulato-
ry standard system and encouraging regulatory measures.

1. Establishment of Regulatory Standard System: CDE
has organized experts to discuss and establish a reg-
ulatory standard system for IND application and
NDA application, including specific requirements
on pharmaceutical, non-clinical and clinical data.

CDE has published five relevant guidances on its web-
site (CDE Guidances. 2020. http://www.cde.org.cn/news.
do?method=largeInfo&id=137cd502f7584a3a). Chinese.

Guidance for Development of Prophylactic Vaccines for
Novel Coronavirus (Interim), Guidance for Pharmaceutical
Studies of Prophylactic mRNA Vaccines for Novel Coronavirus
(Interim), Guidance for Non-clinical Efficacy Studies and
Evaluation of Prophylactic mRNA Vaccines for Novel
Coronavirus (Interim), Guidance for Clinical Studies of
Prophylactic Vaccines for Novel Coronavirus (Interim),
Guidance for Clinical Evaluation of Prophylactic Vaccines for
Novel Coronavirus (Interim). CDE has also drafted two gui-
dances on antiviral drugs which are now under discussion,
namely, Guidance for Clinical Trials of Antiviral Drugs for
Prevention of COVID-19 and Guidance for Clinical Trials of
Antiviral Drugs for Treatment of SARS-Cov-2 Pneumonia.

The guidances mainly cover non-clinical and clinical
aspects. Regarding non-clinical aspect, for small molecular
drug, it’s necessary to define the mode of action and predict
the in vitro antiviral activity (CC50, EC50, SI), to predict in
vivo antiviral concentration and obtain data on virus load,
lung histopathology, symptom improvement, mortality in
animal infection models (such as ACE2 transgenic mice,
non-human primates) before entering clinical trial; for
monoclonal antibodies, the sponsor is required to submit
data on characterization, antibody binding sites, in vitro
antiviral activity (neutralization activity, EC50), before
entering phase II clinical trials, animal infection model
data should be available; for prophylactic vaccines, the
sponsor is required to submit data on pharmacodynamic
research such as vaccine immunogenicity and in vivo
protection.

Regarding clinical aspect, for the purpose of promoting
safe and effective drugs to market as soon as possible, the
requirements are flexible with support to adaptive design
under the premise of ensuring the safety of subjects. For
new drugs for the treatment and prevention of COVID-19,
CDE has established standards for the overall design, effi-
cacy endpoints, and research cycle of confirmatory clinical
trials for different target populations; for prophylactic vac-
cines, the protection effect of the target population is
required to reach over 70%, or at least 50% (point estimate),
the lower limit of 95% CI should be no less than 30%, and it
is best to provide protection for one year or more, but at
least 6 months. Establishment of Encouraging Regulatory
Measures: To encourage the development of anti-SARS-
Cov2 drugs and Covid-19 vaccines, before submitting
IND application, the applicant is encouraged to fully com-
municate with CDE. We allow rolling submission and con-
duct review simultaneously. If the above fundamental
requirements aremet, the applicant shall submit IND appli-
cation, and CDE will conduct the review through the spe-
cial approval procedure and authorize approval for
conducting clinical trial. During clinical trial, the applicant
shall continue to carry out pharmacovigilance and report to
CDE on a regular basis. When key confirmatory clinical
trial results are obtained, or the mid-term analysis demon-
strates evidence of expected positive effect, the applicant
shall submit application for NDA and special approval,
and CDE will decide whether to approve production
based on the established standards after a comprehensive
evaluation. During the entire development process, when-
ever encounters problems, the applicant is encouraged to
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communicate with CDE. After the drug is marketed, the
holder of the drug marketing authorization shall be the
main body of responsibility to continue pharmacovigilance
study and fulfill post-market requirements (Figure 25).

Outlook: At present, CDE has approved several drugs to
carry out clinical trials, including small molecules, mono-
clonal antibodies, and prophylactic vaccines, some of
which have entered critical phase III clinical trials. Under
the situation that the epidemic in China is well controlled,
we are facing a huge challenge of how to conduct a phase III
clinical trial. The next step is to strengthen international
cooperation in global clinical trials and harmonize the reg-
ulatory requirements of national regulatory agencies. At
the same time, we need to strengthen cooperation with
institutions, the public, industry, and academia.

Clive N. Svendsen, PhD, Cedars-Sinai Medical
Center, USA

Induced pluripotent stem cells (iPSCs) can generate neu-
rons in the culture dish from patients with specific neuro-
logical diseases, and as such represent a powerful new
human model for these devastating disorders. Here, is
described how one can combine iPSCs and microfluidic
organ chips to enhance regulatory decisions for two neuro-
logical diseases—amyotrophic lateral sclerosis (ALS) and
Parkinson’s Disease (PD).

ALS involves the death of both upper motor neurons in
the motor cortex that project to the spinal cord and lower
motor neurons in the spinal cord that project to themuscles.

Muscle weakness presents in early stages of disease and
ultimately paralysis and death occur typically within 4–6
years of diagnosis. For sporadic ALS, which encompasses
approximately 90% of cases, there is no known cause and
no successful treatment. The remaining about 10 percent of
cases have genetic mutations, which are being targeted by
various drug companies.

In PD, dopamine neurons in the substantia nigra die and
loss their projections to the striatum. The reduced dopa-
mine leads to debilitating changes in movement. There
are also early effects on gut function and other peripheral
systems. As with ALS, the majority of cases are sporadic
with no known genetic cause, though there may be an envi-
ronmental component in some cases. Only about 10% of
cases are familial with known mutations in genes like
LRKK2 and SYNUCLEIN. There are therapeutics that can
affect levels of dopamine and other brain chemicals to alle-
viate some symptoms, but there is no treatment that halts
disease progression.

Animal models for ALS and PD have limitations and
there are no human-basedmodels to test toxicity or efficacy.
The need for new models for neurologic disorders could be
addressed by patient-derived iPSCs. Somatic adult cells, for
instance from the blood, can be reprogramed using a cock-
tail of transcription factors, which takes them back to some-
thing like an embryonic stem cell.105 iPSCs were initially
considered for transplantation as an autologous cell prod-
uct. However, this is not yet mainstream, with only a few
clinical trials in the world. The bigger use is for

Figure 27. Motor neurons from iPSCs derived from patients with ALS. These have been seeded onto chips along with BMECs from the same iPSC line.

Figure 26. BBB chip with iPSC-derived brain microvascular endothelial cells (BMECs) and neural cells.
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personalized medicine whereby an iPSC line can be created
from an individual patient. The iPSCs can be differentiated
into the different disease-relevant tissues in order to learn
about disease mechanisms and develop drug therapies,
which my lab recently did using iPSCs derived from
young onset PD patients.106 However, one limitation is
that iPSCs are at an immature developmental stage,
which may hinder the study of late-onset diseases.
Additionally, the cells are often maintained in two-
dimensional (2D) monoculture, which does not recapitulate
human physiology. As such, about 5 years ago, my labora-
tory began to use amicrophysiological organ chip system to
permit 3-dimensional (3D) culture of multiple cell subtypes
to mimic conditions of human physiology in vitro. Cells are
seeded onto the organ chip (from Emulate Inc), which has
two channels separated by a porous membrane.

We wanted to combine this powerful organ chip tech-
nology with iPSCs for regulatory science, in particular
related to neurological diseases. This required several
steps, that included creating a blood brain barrier (BBB)
and then culturing cell subtypes relevant to ALS and PD
on a chip. The BBB is a critical component of the central
nervous system that allows the flow of nutrients from the
blood into the brain and that protects brain cells from
potentially harmful substances found in peripheral circula-
tion. Advances in iPSC and organ-chip technologies now
allow us to improve our knowledge of the human BBB in
both health and disease.107

We created a BBB chip with iPSC-derived brain micro-
vascular endothelial cells (BMECs) and neural cells8

(Figure 26). BMECs are the vascular cells that line the
blood vessels of the brain, and permit transport of drugs
into the brain. These cells are typically difficult to create in

vitro, but can be efficiently generated using the iPSC tech-
nology. We call them BMEC-like because the iPSC-derived
cells don’t entirely recapitulate brain endothelial cells, but
they have the correct characteristics mechanistically to
study the BBB. Using the same iPSC lines, neural progeni-
tors, neurons, and astrocytes were generated and seeded to
create a brain channel. The BMECs are able to block mole-
cules, like Dextran, from permeating into the neural side.

The iPSC and organ chip technologies can enable disease
modeling and personalized medicine. For instance, we
modeled the childhood syndrome Allan-Herndon-Dudley
syndrome (AHDS), in which a genetic mutation leads to
moderate to severe intellectual disability and problems
with movement. By differentiating iPSCS into BMECs and
neural cells and culturing them on an organ chip, we con-
firmed a lack of thyroid transport across the BBB in
AHDS.108 Perhaps, most exciting in the case of regulatory
sciences is that blood can be flowed through the BMEC-
lined channel in order to test transport of compounds
through the BBB from the blood side to the neural side.
Further, a BBB derived from iPSCs of Huntington’s disease
patients showed an increased penetrance of molecules sug-
gesting a deficit in the BBB in disease.109 This BBB data
correlates with the in vivo patient data, demonstrating the
strength of iPSC and organ chip technologies for disease
modeling.

This approach has advantages for regulatory science as a
drug’s ability to cross a tissue barrier can be tested from a
patient’s blood rather than using culture media. You can
also assess toxicity on the neural cells after a drug flows
from the blood through the BBB. Collectively, the results
confirm that this BBB chip can recapitulate how proteins
and drugs can get from the blood into the brain and in

Figure 28. A tiered approach to regulatory science – starting with 2D-based screening, but then proceeding with more biologically-relevant 3D human models.
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health and disease, how this can affect brain cells. This
information could be a basis for new regulatory decisions.

Motor neurons are now being produced from iPSCs
derived from patients with ALS.110 These have been
seeded onto chips along with BMECs from the same iPSC
line (Figure 27). In doing so, a 3-D reconstruction of the
spinal cord where the motor neurons in ALS undergo the
very earliest stages of the disease are formed. One can visu-
alize live neurons firing in the ALS chip and can study how
this is affected when a drug is applied in the endothelial
channel. The endothelial cells actually enhanced the matu-
ration of the brain cells, emphasizing the importance in
biology and in regulatory science to have mixed physiolog-
ical systems and not just monocultures that do not provide
the whole story. Similar chips can be devised using iPSCs
from patients with PD. Dopamine neurons, microglia, and
BMECs for the BBB, can be differentiated so that one has
essentially modeled Parkinson’s disease on a chip. These
new models of disease can be used for analysis of drug
development to test drug toxicology and efficacy as well
as drug delivery through the BBB (Figure 26).

The importance of controls for regulatory science is of
great importance. If you use cells from a middle-aged indi-
vidual as a healthy control, it is possible that they could
develop a variety of diseases in a few years. To circumvent
this, we created a set of control iPSC lines from a large
cohort of people in Scotland who survived to at least
82 years old with no co-morbidities or brain disease.
To date, 24 lines have been generated from this Lothian
cohort, with a paper recently published on how the lines
were made and details of each subject.111

Another important aspect is stability. It is better to gen-
erate iPSCs from cells that have not been expanded in vitro.
For instance, peripheral blood mononuclear cells (PBMCs)
taken directly from the blood. iPSC lines made from cells
not expanded in vitro remain highly stable. They only show
abnormalities at the low rate of about five percent, com-
pared to expanded fibroblasts that have a transformation
rate of around 24 percent in culture. The same is true for
embryonic stem cells that frequently develop karyotypic
abnormalities. Stability of cell lines is a very important
point for regulatory science, because if they vary over
time or pick up abnormalities, that may affect the ability
to use them to reliably predict drug effects and toxicity. The
PBMC-derived control lines are available through the
Cedars-Sinai iPSC Core (Figure 27).

For the last six months progress is being made on
COVID-related issues, and of course a lung chip would
apply beautifully to the study of COVID. My group has
now created a lung chip and, in collaboration with
UCLA, we are adding the SARS-CoV-2 virus to the lung
chips to assess the effects and ultimately, we can test
drugs to prevent infection. One idea is to use antisense
oligonucleotides to knockdown the virus itself or critical
receptors on host cells in order to get reduced infectivity.
We are also investigating the role of SARS-CoV-2 virus on
heart cells, and recently showed that iPSC-derived cardio-
myocytes undergo apoptosis and stop beating at 72 h after
infection.112 This provides a model to elucidate infection
mechanisms and potentially cardiac-specific antiviral
drug screening platform.

We recently published a review of the field, with the idea
that 2D cultures provide high throughput and may be good
for drug screening, but the physiological relevance may be
low (Figure 28).113 As one uses more engineered and valu-
able iPSC and organ chip systems, the physiological rele-
vance increases, but the throughput is reduced.We suggest,
therefore, a tiered approach to regulatory science—starting
with 2D-based screening, but then proceeding with more
biologically-relevant 3D human models (Figure 28).

To conclude, the combining these technologies will pro-
vide the next generation of models for regulatory authori-
ties to use. The questions that we have remaining include
how complex do these models have to be to provide reliable
toxicology and drug effect predictions in humans? It may
be that while 2D cultures can provide an outcome, a more
complex and physiological model may be required to defin-
itively answer the question. It ultimately comes down to
validation. We can make the best model in the dish or in
a chip, but we need to validate whether what the model the
predicts, be it toxicology or drug effect, is a good predictor
of what happens in human disease. Then, and only then,
can we really incorporate these exciting technologies into
mainstream use in regulatory science.

Acknowledgment: I thank Dr. Shana Svendsen for criti-
cal writing and editing of this summary manuscript.

Ivan Rusyn, PhD, Texas A&M University, USA

The topic of testing reproducibility of MPSs, or tissue chips
is explored. The path to wide acceptance of new technolo-
gies, such as MPS, in biomedical and regulatory sciences
lies through the studies that establish the reliability, robust-
ness and reproducibility. The need for systematic

Figure 29. Tiered workflow for establishing the reproducibility and context of use for MPS at Texas A&M University (TAMU) Tissue Chip Testing Center.
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evaluation of the MPS before they can be used for environ-
mental health and drug safety decisions was addressed by
several prior meetings, most notably by the meeting held
by the National Academies of Sciences that occurred just
over six years ago, in 2014 (https://www.nationalacade
mies.org/event/07-21-2014/the-potential-of-the-tissue-ch
ip-for-environmental-health-studies-workshop). Over the
past decade, there has been a tremendous amount of prog-
ress made in developing MPS devices modeling various
organs and connecting some of the organs together.114

However, MPS introduce numerous technical challenges
as they require specialized training and new equipment,
because they are much more complicated than traditional
cell culture models. In parallel with new advances in bio-
medical engineering, the next frontier is to not only make
these devices accessible to the wider toxicology community
but also to bring together the developers and end-users to
better understand where these devices can be applied for
making decisions about human health.115

One path to bridging the gaps in MPS application was to
establish consortia that would share knowledge, develop
best practices, and align protocols on how these devices
can be translated from the developers to users and then,
eventually, to the decision-makers.116,117 One such consor-
tiumwas established in 2016 at Texas A&MUniversity with
funding from the National Center for Advancing
Translational Sciences (NCATS), this collaborative estab-
lished partnerships with over 20 academic centers around
US to bring their MPS technology to the Texas A&M
University Tissue Chip Testing Center (TEX-VAL) for
examining of reproducibility and establishing the contexts
of use for each device based on the feedback from the
potential end-users in the pharmaceutical industry and
government agencies.

Several case examples of the experiences that TEX-VAL
Center had with tissue chip testing are explored. The pro-
cess was standardized into a workflow (Figure 29) that was
followed for each of the 20þ platforms tested in 4 years
since 2016. Execution of the material transfer agreements,
establishing the right procedures in the testing laboratory,
and ensuring that proper equipment and analytical meth-
ods to work with very diverse MPS are all required steps
before replication of the key experiments that can demon-
strate replication of the published studies can be achieved.
The ultimate goal of these experiments is to better under-
stand how these MPS can be used and to demonstrate to
prospective users the value added for both toxicology
research and for drug development.

The first example that was presented included the prox-
imal tubule on the chip MPS,118 a commercially made
device about the size of a credit card. The device has two
channels and the chamber inside of it. For the proximal
tubule chip, a tubule is made through the middle of the
chamber by filling it with extracellular matrix and letting
it polymerize. Renal proximal tubule epithelial cells
(RPTEC) are injected into the tubule and they attach to
the sides of the channel when the media is perfused
through the device. At TEX-VAL, experiments were first
conducted over seven days to understand what the binding
of different chemicals and drugs to the device is. Second,

previously published experiments119 were replicated in
experiments over 24 days. Finally, we have expanded the
context of use for this device by testing various chemicals
and drugs.120 In parallel to the MPS, traditional two-
dimensional cultures were also tested. In addition, both
human primary RPTEC isolated from human kidneys
were compared to immortalized RPTEC that are widely
available albeit not as physiologically relevant as the pri-
mary cells. The first question that was addressed was
model reproducibility. While there were no significant dif-
ferences in cell viability and morphology between culture
conditions in 2D and 3D or between cell sources, it was
found that the primary cells have much lower secretion of
KIM-1, and the commercial cells have a much higher secre-
tion of KIM-1. The gene expression profiles of different cells
under these different conditions were examined and it was
found that close similarity between commercial cells and
primary cells exist even though their gene expression pro-
files were not identical. Important differences between cell
sources and culture conditions were observed when known
nephrotoxic compounds were tested, showing that MPS
offers a more physiological response. These studies
showed that the cell sourcing is critical for robustness and
replicability of this MPS. However, it was also found that
for some of the phenotypes, the more complex MPS may
not be needed as two-dimensional cultures were quite rel-
evant and giving us the results that were expected. This is
important because the throughput of 2D and 3D models
differs considerably (multiple 384/96-well plates vs. 24
MPS systems per incubator).

The second example was the liver MPS developed at the
University of Pittsburgh.121 In this model, human hepato-
cytes are combined with various non-parenchymal cells.
This model was shown to be physiological insofar that
the cells were producing urea and albumin at much
higher rates than two-dimensional cultures and for up to
14 days. In the original study, the developers have shown
classical responses to traditional hepatotoxicants. While
this model is quite technically challenging as it requires
multiple cell types, it was successfully transferred to TEX-
VAL and tested for both inter-laboratory reproducibility
and for comparisons of human primary hepatocytes to
induced pluripotent stem cell (iPSC)-derived hepato-
cytes.122 In the reproducibility experiments, both the
University of Pittsburgh and TEX-VAL obtained the same
batch of primary human hepatocytes from a vendor. It was
found that in both laboratories the average albumin and
urea production over 10 days in culture in the MPS were
very similar between the two laboratories and close to
human liver levels. Another important reproducibility
experiment involved testing the ability of these MPS to
metabolize drugs. In both laboratories, terfenadine was
metabolized, and fexofenadine was generated; while the
rates were somewhat different (by a factor of 2), overall a
very similar response was observed. Finally, the MPS was
tested with primary and iPSC-derived hepatocytes treated
with several hepatotoxic compounds. Also, both two-
dimensional and three-dimensional cultures were tested.
These experiments showed good reproducibility of the
model between laboratories and demonstrated that long

Anklam et al. Emerging technologies and regulatory science 53
...............................................................................................................................................................

(https://www.nationalacademies.org/event/07-21-2014/the-potential-of-the-tissue-chip-for-environmental-health-studies-workshop)
(https://www.nationalacademies.org/event/07-21-2014/the-potential-of-the-tissue-chip-for-environmental-health-studies-workshop)
(https://www.nationalacademies.org/event/07-21-2014/the-potential-of-the-tissue-chip-for-environmental-health-studies-workshop)


Table 2. Representative imaging biomarkers for drug safety.

Imaging biomarker Modality

BEST categories

relevant to drug

safety assessmenta Example drug safety context of use citation

Biodistribution PET, SPECT Pharmacodynamic/

toxicodynamic

Predictive

In the development of antibody therapies:

� to test whether a labeled antibody is

preferentially delivered to body locations

where it may give benefit, rather than or

body locations where it may cause harm.

� to deny antibody treatment to patients in

whom the labeled antibody is maldistrib-

uted to body locations where it may cause

harm.

123

MRI ratings of

� Amyloid-related imag-

ing abnormalities with

edema or effusion

� Microbleeds

MRI Pharmacodynamic/

toxicodynamic

In clinical trials of amyloid-b-targeted drugs:

� to detect and monitor the incidence of

parenchymal vasogenic edema or sulcal

effusion, microhemorrhage and superficial

siderosis.

124–129

Rate constants for hepatic

uptake and biliary

excretion of imaging

agents (e.g. gadoxetate)

MRI, PET,

SPECT

Pharmacodynamic/

toxicodynamic

In preclinical and clinical drug development:

� to measure drug-induced change in fluxes

through liver transporters creating risk of

drug-induced liver injury or harmful

drug-drug interactions

130–134

D2 receptor occupancy PET Pharmacodynamic/

toxicodynamic

In schizophrenia drug development:

� to select doses, which avoid the risk of

harmful extrapyramidal symptoms

135,136

Articular cartilage thick-

ness, other

XR, MRI Response/safety In the development of analgesics in

osteoarthritis:

� to test the hypothesis that analgesic use

accelerates osteoarthritis disease

progression

137–142

Extent and location of T2
abnormalities in the

brain

MRI Response/safety In preclinical and clinical drug development:

� to provide a sensitive and comprehensive

survey of drug-induced brain lesions

143–145

Brain T1 MRI Response/safety In the case of patients previously exposed to

Mn- or Gd- containing substances

� to test the hypothesis of brain retention

146–149

Growth plate width MRI Monitoring/safety

Response/safety

In preclinical and clinical drug development:

� to detect the incidence and progression of

matrix metalloproteinase inhibitor (MMPI)-

induced musculoskeletal syndrome

150

Lung: multiple CXR, SPECT,

CT

Monitoring/safety

Response/safety

For �27 drugs with a known risk of drug-

induced interstitial lung disease (DIILD):

� to prospectively monitor patients, or to

assess symptomatic patients, so that the

drug can be withdrawn, dose adjusted,

and/or corticosteroid therapy initiated

151–152

Thyroid: multiple US, SPECT Monitoring/safety

Response/safety

In amiodarone therapy for differential diagno-

sis of two different types of amiodarone-

induced thyrotoxicosis

153–155

Left ventricular

ejection fraction

US, MRI,

SPECT

Predictive/safety

Monitoring/safety

Response/safety

In the case of anti-cancer (and other) drug

therapies carrying cardiotoxicity risk:

� to deny treatment to patients with poor

cardiac function;

� to monitor deterioration in cardiac function

during treatment so that the drug can be

withdrawn, or dose adjusted

156

Bone mineral density DXA Predictive/safety

Monitoring/

safety

Response/safety

In the case of glucocorticosteroid (and other)

drug therapies carrying risk of drug-induced

loss of bone mineral density (BMD) and

fracture:

� to deny treatment to patients with low

BMD;

� to monitor deterioration in BMD during

treatment so that the drug can be with-

drawn, dose adjusted, or bisphosphonate

treatment initiated

157

(continued)
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tern (over 14-days) culture of both primary and iPSC-
derived hepatocytes is achievable and their function far
exceeds that of 2D cultures. Drug-induced responses were
also similar between two cell sources and were more like
clinical effects when MPS was used.

In conclusion, MPS will not be used in isolation, just like
any other device or method in biology or in toxicology. And
ultimately, the developers and end-users of MPS need to
carefully consider the potential for regulatory decision-
making with the MPS-derived data. The regulators
remain to be convinced that these devices are not only rel-
evant for human health decision-making but are also repro-
ducible and accessible to a wide range of prospective users.

Track D: Bioimaging, Serguei Liachenko,
PhD, National Center for Toxicological
Research/FDA, USA and John C Waterton.
PhD, University of Manchester and Bioxydyn
Ltd, United Kingdom

In vivo imaging is not a new concept. Already by the begin-
ning of the last century radiography was becoming an
important tool in medical research and patient care, and

by the 1950s radiographic biomarkers were used to assess
disease progression and response to therapy, particularly in
oncology and arthritis. Imaging techniques now provide
many powerful tools in drug development. In preclinical
toxicology they can aid investigating distribution of labeled
compounds throughout the body, determining pre-existing
pathologies in subjects selected for toxicity or efficacy stud-
ies, or monitoring pathologies throughout the in-life phase
of such studies.

In clinical drug development they can provide bio-
markers for toxicodynamic assessment, monitoring, or to
predict harm from therapies in specific patients. In the reg-
ulatory sphere, imaging biomarkers are often used in drug
labeling to guide safe prescribing. The BEST resource
(https://www.ncbi.nlm.nih.gov/books/NBK326791/)
defines a biomarker as a “defined characteristic that is mea-
sured as an indicator of normal biological processes, pathogenic
processes, or biological responses to an exposure or intervention,
including therapeutic interventions”. Biomarkers can be mea-
sured with various technologies, including radiographic
(i.e., imaging) technologies. BEST defines several categories
of biomarker, including safety.

Figure 30. Representative example of the T2 fitting in the cerebrospinal fluid (�), gray matter (�), and white matter (�). The image in the top right corner shows the

calculated T2 map of the rat brain with the location of the fitted voxels (pointed to using the black lines). Each point in the graph represents the actual image intensity

value (in institutional units, y-axis) in the given area of the echo image with the corresponding echo time (x-axis). A total of 16 echo images with 15 ms echo spacing

were used. Black curves on the graph show the best fit function using the equation M 5 M0*exp(–TE/T2), where M is the image intensity, M0 is the image intensity of

proton density image (at echo time¼ 0 ms), TE is echo time, and T2 is the sought parameter. The T2 map is color-coded according to the color scale on the right, each

voxel in the map representing the observed quantitative T2 relaxation in milliseconds.

Table 2. Continued.

Imaging biomarker Modality

BEST categories

relevant to drug

safety assessmenta Example drug safety context of use citation

Type of stroke

(ischemic or

hemorrhagic)

CT, MRI Predictive/safety In patients with acute stroke symptoms:

� to exclude intracranial hemorrhage in

patients, in order to deny activase treat-

ment which might be harmful

https://www.accessdata.

fda.gov/drugsatfda_

docs/nda/96/

altegen061896s.pdf

aBEST categories relevant to drug safety assessment:
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Why would an investigator employ imaging biomarkers
for drug safety assessment? Imaging is informative for
most organs of interest to drug safety scientists and toxicol-
ogists, notably the liver, kidney, brain, lung, and heart.
Unlike circulating biomarkers, which provide a global
whole-body average assessment, imaging inherently
assesses focal damage, including early andminor pre-
toxic changes. Importantly in the management of drug
safety, imaging allows follow-up, to assess whether toxic
changes are progressive or reversible.

The use of imaging biomarkers in drug safety is quite
well-established, and they are used routinely to avoid
ADRs in trials, as well as for patient management in

healthcare. Many imaging biomarkers have been evaluated
as part of the FDA biomarker qualification program
(https://www.fda.gov/drugs/drug-development-tool-
ddt-qualification-programs/biomarker-qualification-pro
gram, and some have been used by FDA and other agencies
as surrogate endpoints. In a few cases, imaging biomarkers
been recommended or adopted as companion diagnostics.
Table 2 lists some representative imaging biomarkers for
drug safety, many of which will be familiar to the drug
developer.

The five following authors provide an overview of the
potential and actual use of imaging techniques, including
magnetic resonance imaging (MRI), positron emission

Figure 31. Representative T2 maps for animals which showed signs of brain alterations in response to treatment with known neurotoxicants. Control animal treated

with saline (2 ml/kg, once) 48 h before imaging; 3-nitropropionic acid was administered in a dose of 20 mg/kg, s.c., daily for three days, imaging on day 4;

hexachlorophene was administered in a dose of 30 mg/kg, p.o. daily for five days, imaging on day 6; kainic acid was administered in a dose of 10 mg/kg, i.p., once,

imaging on day 3; domoic acid was administered in a dose of 2 mg/kg, i.p., once, imaging on day 3; pyrithiamine was administered in a dose of 0.25 mg/kg i.p. daily for

two weeksþ thiamine free diet, imaging at four weeks; trimethyltin was administered in a dose of 12 mg/kg, i.p., once, imaging at three weeks.

Figure 32. T2 maps of a representative animal obtained at various time points (days, shown above each map) after hexachlorophene treatment. A single slice out of a

24-slice pack is shown. The color scale (on the right) relates to the actual T2 relaxation time (in milliseconds) for each voxel. Note the maximum T2 values in the white

matter occurred at day 6. T2 maps of the control subjects (not shown) were not different from T2 maps at time 0.
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tomography (PET) and computed tomography (CT) in
drug R&D and regulatory safety science across multiple
therapeutic areas. These leading experts from the pharma-
ceutical industry, contract research organizations, acade-
mia, and government agencies described examples on
how such technologies can support regulatory decision
making and have assisted in balancing treatment benefit
with risk of harm.

Serguei Liachenko (NCTR/FDA, USA) describes the
unmet need for preclinical assessment of neurotoxicity lia-
bilities, and the development and validation of MRI bio-
markers of neurotoxicity in the rat. Ira Krefting (CDER/
FDA, USA) discusses FDA’s approach to assessing
gadolinium-based contrast agent safety in the light of
safety concerns that have arisen with these diagnostic
drugs post-approval, notably nephrogenic systemic fibro-
sis, a serious and sometimes fatal adverse effect, and more
recently the observation of gadolinium retention in brain
long after dosing. John Waterton (University of Manchester
and Bioxydyn Ltd, UK) discusses the development and val-
idation of translational imaging biomarkers of harm or
lack-of-harm, and the use of public-private partnerships
for imaging biomarker validation in drug safety assess-
ment. Timothy McCarty (Pfizer, USA) discusses the role
of imaging to assess drug safety and described several
real-world examples of decision-making in drug
development.

Yan Liu (Median Technologies, France) discusses the
development of AI-based imaging biomarkers for precision
medicine, and the challenges in developing and introduc-
ing this new class of imaging tools.

Serguei Liachenko, PhD, National Center for
Toxicological Research/FDA, USA

An update on the development of nonclinical imaging bio-
markers of neurotoxicity is presented. The current practices

for testing of neurotoxicity in a lab are more than a century
old and are mostly based on microscopical examination of
the brain tissue. This involves brain dissection, fixation,
slicing, staining and assessment by highly trained and cer-
tified specialist. Current best practice calls for evaluation of
a limited number of selected areas, generally in the range of
7 slices per brain. However, even in such a small animal as a
rat, the brain is complex and diversified such that a limited
number of sampled tissue slices may drastically increase
the chance of missing lesions depending on their size and
distribution.158 Preclinical failures to identify neurotoxicity
using this approach have led to higher frequency of neuro-
toxicity incidents discovered at clinical stage,159 which pre-
sumably led to a higher cost and a lower patient safety in
drug development.

To improve the prediction of clinical neurotoxicity we
need to modify our current testing paradigm and one of
the promising approaches is non-invasive magnetic reso-
nance imaging (MRI). It offers a variety of methods includ-
ing anatomical, diffusion, perfusion, relaxometry imaging,
as well as spectroscopy, which could be used to assess mor-
phological and functional tissue characteristics including
cell integrity and density, edema, vacuolation, blood flow,
microstructure, and neurochemistry.160

Quantitative proton T2 relaxation mapping was chosen
for development of the biomarker of neurotoxicity.
Specifically, T2 relaxation is the decay of transverse mag-
netization that was acquired by protons during exposure to
resonant radiofrequency pulse in the presence of magnetic
field. As most of the protons in the biological tissues belong
to water, the T2 relaxation changes will reflect the pertur-
bations in the tissue water quantity and quality. Thus,
edema, change in cell number and integrity, temperature,
energetics, blood flow, and other factors, related to neuro-
toxicity may result in changes of T2 relaxation. The mea-
surement of T2 relaxation is easily implemented using “off-
the-shelf” methods within reasonable time limits. Figure 30

Table 3. T2 MRI biomarker of neurotoxicity preliminary performance assessment.

Neurotoxicant Dose, mg/kg %LD50 TP TN FP FN Sensitivity Specificity

3-Acetylpyridine 30.0 71% 0 5 2 0 n.a. 71%

Cytarabine 400.0 <8% 0 3 2 0 n.a. 60%

Domoic acid 2.0 56% 6 4 0 1 86% 100%

Hexachlorophene 30.0 45% 13a 0 0 0 100% n.a.

Kainic acid 10.0 48% 7 9 1 2 78% 90%

Methamphetamine 5.0 9% 0 4 2 0 n.a. 67%

MK-801 1.0 3.3% 0 5 1 0 n.a. 83%

3-nitropropionic acid 20.0 30% 4 8 0 0 100% 100%

Pyrithiamine 0.25b – 4 2 4 0 100% 33%

Trimethyltin 12.0 82% 13 0 1 0 100% 0%

Saline 2.0b – 0 8 3 0 n.a. 73%

Overall 47 48 16 3 94% 75%

%LD50: dose of the corresponding neurotoxicant expressed in per cent of half-lethal dose. TP: number of true positive cases (both MRI and neuropathology

assessments indicate neurotoxicity). TN: number of true negative cases (both MRI and neuropathology assessments indicate the absence of the neurotoxicity). FP:

number of false positive cases (MRI indicates neurotoxicity, but neuropathology does not confirm it). FN: number of false negative cases (MRI indicates the absence

of neurotoxicity, while neuropathology is positive).

Sensitivity¼TP/(TPþFN).

Specificity¼TN/(TNþFP).
aIn the case of hexachlorophene there was no sign of neuropathological damage seen in silver-stained slides; however, specific stains for white matter, like black

gold showed prominent pathology.163

bLD50 level is not available for pyrithiamine and saline.
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shows the example of the T2 map of the normal rat brain,
where the corresponding T2 values derived from signal
decay curves using exponential fit are easily distinguish-
able between different tissue types.161 These maps are
quantitative as each voxel represents apparent T2 relaxa-
tion time of the protons expressed in time units (millisec-
onds). This quantity depends only on the tissue water
properties and the strength of the magnetic field and thus
its measurements should be reproducible between different
imaging labs/sites.

The biological variability of T2 relaxation of the normal
rat brain at 7 Tesla is low, which allows to detect 5%
changes with statistical power of 0.8 in most anatomical
regions using only 3-5 animals per group. However, in a
PoC experiments using neurotoxicants at a sub-LD50 doses
the changes in T2 relaxation times were up to 3-fold from
the control values (Figure 31).162

Each tested neurotoxicant created its own pattern of
damage, depending on the mode of action. The damage
of both gray and white matter could be seen in the same
map, while with histology it would require using different
stains, specific to tissue type. Also, the same subject could
be imaged several times over the course of the lesion devel-
opment, which could establish the time course and the
potential reversibility of neurotoxicity (Figure 32).163

Quantification of T2 MRI maps requires good co-
registration of the images to the common anatomical
space. Then T2 biomarker could be calculated by statistical
mapping as the volume of tissue with positive changes
from baseline or controls or as an average value in each
anatomical region after segmentation.143,144,161

For biomarker to become a useful drug development
tool it must be accepted either by widespread use in scien-
tific community or by a special qualification process devel-
oped by regulatory entities including FDA and EMA.164

One important step in such qualification is establishment
of the biomarker performance against current “golden
standard” method. Such performance could be described
as biomarker sensitivity (the rate of correct identification of
toxicity) and specificity (the rate of correct identification of
absence of toxicity). To establish the global sensitivity and
specificity of T2MRI biomarker, ten well-known neurotoxic
compounds were used at doses ranging from� 3% to 80%
of the LD50.162 Saline-treated group was included as a con-
trol. T2 MRI was performed at the end of observation (from
2 to 21 days, depending on the compound) immediately
before brain fixation. Neuropathology was performed
using amino-cupric silver staining in vast number of
brain slices (80 slices per brain). All subjects were classified
into true responders and non-responders based on the
report provided by a certified neuropathologist.
Responders were all subjects with any type of pathology
in any brain area. Then the same subjects were classified
separately into MRI-responders and MRI-non-responders,
based on T2 MRI signal. MRI responders were those sub-
jects in which averaged T2 value was higher than in control
group or baselines in any brain area (except for cerebrospi-
nal fluid, which was excluded from analysis). Then the
numbers of true positives (TP, true responder and MRI-
responder), true negatives (TN, true non-responder and

MRI-non-responder), false positives (FP, true non-
responder, but MRI-responder), and false negatives (FN,
true responder, but MRI-non-responder) were calculated
and sensitivity and specificity were derived using the fol-
lowing formulas: Sensitivity¼TP/(TPþ FN);
Specificity¼TN/(TNþ FP). The results are presented in
the Table 3. The overall sensitivity was 94% and specific-
ity—75%. The lower specificity is driven by higher FN rate.
This, in part, could be due to the limitations of both MRI
and the neuropathology detection methodologies. MRI is
sensitive to subject handling and hardware setup—motion
artifacts and low signal-to-noise level could lead to higher
T2 values, producing false negative results.
Neuropathology, on the other hand may not detect the
lesion at the early or late stage of its developing or if inap-
propriate stain is used (e.g., silver stain can’t reveal white
matter damage).163 The latter event can produce apparent
false positive result, which should be classified as a true
positive.

In summary, T2 MRI provides noninvasive readout of
neurotoxicity in rats based on our studies using 10 neuro-
toxicants with varying degree of toxicity expression with
preliminary general sensitivity of 94 percent and specificity
75 percent. It has a potential to become a non-invasive bio-
marker of neurotoxicity, which could be used in conjunc-
tion with current histopathological methods by guiding the
location and time for brain sampling, or even as a surrogate
endpoint.

Ira Krefting, MD, Jonathan Cohen, PhD, Shane
Masters, PhD, Center for Drug Evaluation and
Research/FDA, USA

Gadolinium-based contrast agents (GBCAs) used with
magnetic resonance imaging (MRIs) improve disease visu-
alization in multiple body organ systems and contribute to
life saving diagnoses. GBCAs consist of a gadolinium (Gd)
ion linked to an organic ligand either in a linear or macro-
cyclic structure; the linear agents have a greater propensity
to de-chelate, meaning separation of the Gd from the
ligand, than the macrocyclic GBCAs.

In the late 1990s some patients with severe renal failure
undergoing MRIs with GBCAs were noted to develop a
potentially fatal fibrotic skin and organ condition, when
fully characterized termed, Nephrogenic Systemic
Fibrosis (NSF). Free Gd from de-chelation is believed to
play the primary role by initiating an immunologic cascade
leading to NSF, and the search continues for possible co-
factors. FDA contraindicated most of the marketed linear
GBCAs in patients with severe renal failure and recom-
mended screening renal function testing for patients with
high-risk conditions associated with renal dysfunction. The
practice community responded by largely transitioning to
macrocyclic GBCAs and strictly adhering to the recom-
mended dosing.

Around 2014, clinician researchers identified T1 MRI
signal hyperintensity consistent with Gd in the dentate
and associated nuclei in cranial MRIs performed without
a GBCA but in patients who had previous GBCA exposure.
Pre-clinical and human autopsy studies subsequently
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confirmed Gd in these brain regions and other organs. FDA
received adverse event reports of pain and other symptoms
following GBCA administration. An FDA advisory com-
mittee in 2017 could not identify any harm from Gd reten-
tion and could not attribute the patients’ symptoms to
GBCAs. The committee recommended a new warning to
the GBCA prescribing information and a patient’s medica-
tion guide to inform both providers and patients about
potential adverse effects from Gd retention in vulnerable
populations such as patients undergoing repetitive MRIs,
the young, and pregnant patients. Studies continue the dif-
ferential retention between linear and macrocyclic GBCAs,
the molecular forms of retained Gd, the duration of reten-
tion and any possible pre-clinical or clinical effects.

FDA is awaiting completion of post-marketing studies
investigating possible neurologic effects in neonatal and
juvenile animals and in patients with chronic illnesses
undergoing periodic, repetitive GBCA MRIs. Currently
available published pre-clinical studies are summarized
by Dr. Cohen and clinical studies are reviewed by Dr.
Masters.

Since 2018, there have been several notable pre-clinical
studies to identify effects following administration of
GBCAs. These studies are significant for their behavioral
andmorphological findings but are limited by nonstandard
study design, exemplified by differences in animal species
and strain, gender, GBCA dosing, and recovery period,
variables that make it difficult to assess positive findings
in a clinical context.

Two more recent publications,165,166 describe new mor-
phological and behavioral findings, respectively, following
administration of GBCAs that merit further evaluation of
potential new safety signals and risk assessment. Radbruch
demonstrated that linear and macrocyclic GBCAs reduced
the intraepidermal nerve fiber density (IENFD) and
increased the number of terminal axonal swellings (TAS)
in the skin, 4-weeks post-dose. Effects on the IENFD and
TAS/IENFD ratio were greater for linear versus macrocy-
clic agents and the authors attributed the histopathology
findings to peripheral neuropathy of small unmyelinated
fibers in the skin. Alkhunizi demonstrated Gd retention in
the spinal cord and peripheral nerves (sciatic and trigemi-
nal) following 20x repeat-dosing of GBCAs. Thermal and
mechanical hyperalgesia (paw withdrawal from a heat
source and by Von Frey test) were identified following
repeat-dosing of gadodiamide (linear) but not gadoterate
(macrocyclic), with dose-related findings for gadodiamide.
However, interpretation of these new publications present
challenges due to differences in study design, for example
animal species and strain, gender, GBCA dosing, route of
administration, and recovery period. Moreover, there were
differences in study endpoints that do not permit a direct
comparison, for example. endpoints that were restricted to
only morphological and IHC assessment or behavioral
assessment.

Follow-up studies designed to evaluate potential
peripheral findings should incorporate behavioral evalua-
tion, detailed histopathology analysis, and inclusion of
appropriate positive controls to aid in interpretation of
these findings. Standardized assays and study designs are

critical to evaluating risk based on nonclinical findings and
to advance regulatory science.

Based on the extensive clinical experience with GBCAs,
adverse events related to Gd retention are expected to be
relatively uncommon, so large sample sizes are needed to
appropriately power most study designs. One of the larger
studies to search for clinical effects of Gd retention was
performed by McDonald,167 who analyzed a prospective
cohort of 4261 cognitively normal subjects enrolled in the
Mayo Clinic Study on Aging, 1092 of whom had received at
least one dose of a GBCA. After adjusting for potential
covariates, no association between GBCA exposure and
cognitive decline, neuropsychological performance, or
motor performance was found. In addition, no effect of
the number of doses of GBCA on these factors was
observed.

For studies that do find potential adverse events related
to Gd retention, accounting for potential confounding is
often difficult. For example, a study in patients with mul-
tiple sclerosis, who may be at greater risk due to neuroin-
flammation and exposure to multiple doses of GBCA,
found a correlation between cognitive function and T1
and T2 relaxation rates, which are markers of brain Gd
retention.168 Specifically, these markers of Gd retention in
the thalamus and dentate nucleus were associated with
decreased information processing speed, while in the thal-
amus and caudate nucleus they were associated with
decreased verbal fluency. The authors do note the possibil-
ity that despite attempts to control for multiple sclerosis
severity, the disease status may confound these results.

A prospective study investigated the incidence of symp-
toms similar to those reported as adverse events using a
directed survey of 607 patients receiving gadodiamide or
gadoterate with MRI compared to 481 patients receiving
MRI without contrast.169 Mental confusion and fatigue,
but not other prespecified symptoms, were found to
occur more often in patients receiving GBCA during the
24-hour study period. One patient reported symptoms last-
ing up to 2 months after the MRI, however the symptoms of
all other patients resolved within 24 hours. The results may
be confounded by lack of blinding and by differences in
indications for MRI between the GBCA and non-contrast
groups.

Neuro-cognitive adverse effects from Gd administration
remain in question. An FDA post marketing requirement
study will follow patients for approximately 5 years with
functional testing as they undergo routine MRIs with
GBCAs for chronic clinical conditions such as liver disease
or prostate cancer.

John Waterton, PhD, University of Manchester and
Bioxydyn Ltd, United Kingdom

Imaging biomarkers are used in safety assessment all along
the drug development pathway. In animal studies, they
may be used to avoid dangerous candidates ever getting
into man, to prioritize the safest compounds, or to find
dose-limiting toxicities and define the therapeutic margin.
In early drug development, a safety signal might be a good
reason to stop the project. In late-stage development,
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imaging biomarkers can be used to show reversibility, or in
labeling either for contraindications or for monitoring.

There are different challenges in validating imaging bio-
markers, compared to the more familiar biospecimen bio-
markers. A biospecimen biomarker usually requires
extraction of something from the patient, such as a tissue
or biofluid, which is taken to a lab for analysis using a
dedicated in vitro diagnostic device. Imaging biomarkers,
however, use whatever scanner happens to be available in
the particular hospital that the patient is attending. These
imaging devices are not designed or maintained for mea-
suring imaging biomarkers, and different makes and
models from different vendors may provide measurements
that are not directly comparable. In vitro devices are often
designed and operated in central labs, by staff trained for
the specific assay, with excellent QC, specifically for the
purposes of analytical biochemistry. There is usually a
defined analyte, and validation projects can spike with
authentic material, assess limits of detection.170 In contrast,
imaging biomarkers seldom assess anything that could be
recognized or defined as an analyte. Indeed, imaging ven-
dors are often not very interested in quantitation: their busi-
ness is to make beautiful pictures that help radiologists
make diagnostic decisions. Sometimes, when the manufac-
turer improves the picture quality, there are unexpected
effects on quantitation: for example, in the introduction of
parallel imaging into MRI, which changed the noise char-
acteristics of the underlying scans, and potentially the error
propagation into the biomarker. Consequently, imaging
does need a different validation roadmap, and specific
imaging biomarker roadmaps have been devised.171 The
key insight is that, while biospecimen biomarkers usually
start by validating the assay and locking it down before it is
used in substantive studies, for imaging biomarkers the
process is iterative: partial assay validation, then early
use to gather initial biological information; small clinical
trials to explore the potential of the assay; strengthen the
assay validation platform to support multi-center multi-
vendor use; larger trials; and ongoing revalidation to
keep upwith the evolution of the installed base of scanners.
For use in clinical trials, we need enough confidence in the
imaging to answer trial questions, and multi-center trials
need more evidence than single-center trials. Continual
iterative validation is needed for healthcare use. So, for
investigators who are used to validating biospecimen bio-
markers, the approach to imaging may feel rather informal
and unstructured.

Furthermore, imaging biomarkers of harm are even
harder to validate than the more conventional imaging bio-
markers of benefit. A trial with possible benefit to partici-
pants shouldn’t usually have major ethical concerns. On the
other hand, a trial which deliberately sets out to harm the
participants so that the toxic effect can be compared with
the imaging biomarker would likely be ethically unaccept-
able. For a rare occurrence of harm which is unplanned,
scheduling the imaging visits to coincide with unplanned
harm is much more challenging than scheduling a regular
imaging follow-up after planned treatment for benefit. An
important statistical point is that imaging biomarkers of
benefit often compare pre- versus post-, so the relevant

statistical metric is repeatability: same subject, same scan-
ner, same observer. On the other hand, imaging biomarkers
of harm often a lack a pretreatment scan (because we never
intend to harm the subject), and the post-treatment imaging
biomarker must be compared with a normal population
range, so the relevant statistical metric is reproducibility:
multiple international centers, multiple equipment, multi-
ple investigators. Hence imaging biomarkers of harm often
require more extensive characterization of assay variability
than imaging biomarkers of benefit.

Another consideration is that in studies of biomarkers of
benefit, physicians are often very enthusiastic to recruit,
because they want to demonstrate benefit to their patients,
but may be understandably less enthusiastic about measur-
ing any harms caused to their patients. Also, drug devel-
opers and pharma companies may be rather interested in
novel biomarkers of benefit, even if not fully validated,
because of the potential for different insights into the
value of the investigational drug. On the other hand,
drug developers are understandably extremely reluctant
to use unvalidated biomarkers of harm, which risk measur-
ing something which is uninterpretable yet alarming to
patients, physicians, and regulators.

So how can imaging biomarkers of safety be developed?
One very powerful approach is public-private partner-
ships. In Europe, the Innovative Medicines Initiative has
invested over e5 billion into consortia involving pharma,
maybe imaging or health tech companies, small businesses,
academia, and other stakeholders. TRISTAN (https://
www.imi-tristan.eu) is an IMI project validating imaging
biomarkers of drug safety. It focusses on three areas of tox-
icologic interest: drug-induced perturbation of liver trans-
porter fluxes; drug-induced interstitial lung disease, and
the harmful maldistribution of biologic drugs. The con-
sortium’s aims are to verify their imaging biomarkers
against the underlying (ground truth) biology; to standard-
ize assays; to translate them between animals and humans;
to ensure they’re reliable multi-center, and not just for a
single study in a single expert center; and ultimately, to
make assays available both to commercial clients, such as
pharma companies, and also to academics as published
methods that they can use in their own research.

The liver is the most common organ associated with
drug withdrawals, and frequently liver injury (DILI) is
not predicted from preclinical studies. Drug-induced inhi-
bition of transporter fluxes can cause both DILI and drug–
drug interactions. MR contrast agents, particularly gadox-
etate, and PET tracers, can be used develop in vivo assays
for relevant transporters, such as OATP and BSEP.130 The
great advantage of the imaging approach is that these
assays employ time-resolved measurements of concentra-
tions in the blood, hepatocyte, bile, renal, and enteric com-
partments, making it easier to parameterize the models and
to make accurate and highly precise measurements of the
fluxes through transporters and perturbations by investi-
gational substances. Gadoxetate is used in liver patients,
approved by regulatory authorities in most jurisdictions
and routinely used by radiologists. Uptake of gadoxetate
into the liver, and then the excretion into bile and into the
urine and the enteric system are perturbed, particularly
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into bile, both by investigational drugs,133 also with more
established drugs,132 such as rifampicin.134

Drug-induced interstitial lung disease (DIILD) is a rec-
ognized subtype of interstitial lung disease that has been a
somewhat neglected area in drug safety assessment. At
least 27 drugs have been associated with DIILD.151 It is
serious enough to be included in the prescribing informa-
tion, and in three cases, as a boxed warning.152 It can
involve immuno-oncology drugs as well as anti-infectives
and older cancer drugs, anti-inflammatories, and so on.
While chest radiography is sometimes advised in the pre-
scribing information152 there is little use of modern imaging
modalities or of cut-offs or decision trees. TRISTAN
employs modern modalities; CT, 129Xe MRI, proton MRI
(including oxygen-enhanced and gadolinium-enhanced),
and some PET biomarkers. Our philosophy, because we
do not want to deliberately harm patients, has been to
recruit patients with suspected DIILD identified as part of
their standard care so the intervention is the withdrawal of
the drug, and the hypothesis is change in imaging biomark-
er following withdrawal.

TRISTAN aims to validate new imaging biomarkers in
these important areas. The consortium is working to prove
its imaging assays are reproducible between different labs
and different vendors, using clinical studies which physi-
cians are interested in recruiting into, and ultimately to give
drug developers and regulators the confidence that these
measurements are worthwhile approaches to measuring
drug-induced harm, reversibility or lack of harm.

Timothy J. McCarthy, PhD, Pfizer, USA

The role of imaging as a key biomarker in drug develop-
ment has evolved significantly over the years.172 In part this
has been enabled by the concept of three pillars,173 which
provide context for how an imaging modality can provide
answers to questions around drug distribution, target
engagement or downstream pharmacology. While many
examples exist that demonstrate evidence to support
proof of mechanism, there are less examples of imaging
as a biomarker of safety. One of the key reasons for this is
that, by definition, assessments need to be carried out
across large populations and, unlike proof of mechanism
studies, cannot be demonstrated in small populations of
healthy volunteers. As an example, consider the use of
PET to map out the occupancy exposure relationship of a
GABAA modulator,174 which can be achieved in healthy
volunteers using a limited number of participants at a
single site.

Using imaging in the context of a safety biomarker
requires access to the given technology at all sites enrolled
in the study. This immediately precludes the use of cutting-
edge approaches, such as the PET example cited above and
forces consideration of methods that are widely available in
a community setting in which the required methods do not
deviate far from standard radiological workflows. In addi-
tion, analysis and interpretation of results needs to be
rapid, in order to provide immediate feedback to the site
for the well-being of the participant. One common feature
of imaging when used as a biomarker of safety or efficacy is

that the concept of interest and context of use needs to be
carefully qualified and validated. This framework is central
to the practices detailed by the FDA-NIH Biomarker work-
ing group at the BEST (Biomarkers, EndpointS, and other
Tools) Resource (https://www.ncbi.nlm.nih.gov/books/
NBK326791).

In order to illustrate the challenges of deploying imaging
as a biomarker of safety, consider the risks of cardiotoxicity
in cancer therapy.175 This includes any structural or func-
tional heart injury related to cancer treatment. Injury most
commonly involves the myocardium leading to heart fail-
ure (HF) but can also include the pericardium, valves or
coronary arteries. Cardiotoxicity is defined as a decrease in
left ventricular ejection fraction (LVEF) of �5% to <55% in
the presence of symptoms of heart failure or an asymptom-
atic decrease in LVEF by �10% to less than 55%. There are
several methods to measure ejection fraction, these include
echocardiography, cardiac MRI, and radionuclide (MUGA)
scans. Each has its benefits and limitations, but considering
the considerations laid out earlier, echocardiography has
significant advantages in terms of technical simplicity,
availability and cost of deployment. Guidelines from the
American Society of Echocardiography and the European
Association of Cardiovascular Imaging have been pub-
lished156 to identify best practices for assessing LVEF in
the context of monitoring cancer therapy. It would be
remiss to ignore efforts to identify circulating biomarkers
of cardiotoxicity and significant research has been con-
ducted in this area.176 Brain natriuretic peptide (BNP),
N- terminal proBNP and Troponin have emerged as prom-
ising biomarkers. In the case of Troponin-1, studies177 have
suggested that assessment of levels during trastuzumab
therapy may allow for identification of patients at risk of
cardiotoxicity as well as those who, despite HF therapy,
will not recover from cardiac dysfunction. Looking to the
future it is likely that a combination of circulating bio-
markers in combination with readily available imaging
techniques will provide an excellent means of monitoring
patients on novel therapies or approved combination ther-
apies, post-approval.

Another interesting example of the role of imaging in
safety can be found in the field of osteoarthritis and the

Figure 33. Performance of iBiopsyVR in advanced fibrosis prediction. CRN:

Clinical Research Network; ROC: receiver operating characteristic.
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development of novel therapies targeting the nerve growth
factor receptor. Work by Roemer and colleagues141 has led
to the development of an imaging atlas using both radiog-
raphy andMRI to guide enrollment eligibility and on-study
monitoring of participants who are enrolled in trials of
these agents.

To summarize, the application of imaging as a tool to
monitor the safety of novel and approved therapies has a
lot of potential, but in comparison to the more traditional
use of imaging as a tool for mechanistic studies, there are
some significant differences and limitations that must be
considered. This fundamentally means that the modalities
and techniques used should be cost-effective and widely
available in the community setting with familiar acquisi-
tion and analysis techniques, ideally supported by estab-
lished guidelines from leading academic societies. Turn-
around-time for processing and interpretation needs to be
rapid in order to ensure delivery of the best care to the
patient. Another consideration is the interplay between
blood-based biomarkers for safety and imaging; how
together they may provide more sensitivity, or an opportu-
nity to use early changes in the circulating biomarker to
prompt the need for imaging follow-up. The use of combi-
nation therapies is increasing across several diseases and
long-term follow-up of patients will be key for these treat-
ments in a post-approval setting. Finally, the application178

of ML and AI to radiology, image analysis and disease
prognosis will clearly play an important role in this chal-
lenge moving forward.

Yan Liu, MD, PhD, Median Technologies, France

Cancer is the second leading cause of death globally
(https://www.who.int/news-room/fact-sheets/detail/
cancer). Within oncology, medical imaging is key to the
patient journey. Billions of radiological images are generat-
ed per year to support diagnosis and monitoring
(AI in medical imaging forecast. 2020. https://www.signifyr

esearch.net/medical-imaging/ai-medical-imaging-top-2-
billion-2023/).

Those images also offer quantitative, non-invasive, and
highly standardized data, and would be a great source for
datamining, to establish a new, affordable mode to find
cancer cures.

Today, radiologists make diagnoses based on medical
images, clinical information, and their experience. The qual-
ity of medical imaging has dramatically improved via inno-
vations in radiological equipment. Systematic investigation
of computer-aided diagnosis (CAD) began in 1980s, and
today, CAD tools are a routine part of detecting lesions in
breast cancer and lung cancer, as well as other screening
procedures. This is just the starting point; we believe next-
generation AI will push the boundary even further, thanks to
the huge amount of data archived in standardized systems
(such as Picture Archiving and Communication Systems)
and enhanced technology and computing powers.

The clinical value to medical imaging of today’s AI tools
is in disease detection, quantification, and characterization,
with the main aim to reduce the radiologist’s workload and
improve diagnostic accuracy. Next-generation AI will be
revolutionary, transforming medical images intomineable
high-dimensional data. This predictive value could become
a powerful tool for patient stratification and treatment
management.

When applied to standard medical imaging, current AI
technologies have the ability to model biological complex-
ity and classify data patterns by assessing multidimen-
sional clinical and biological data. Considering oncology,
accurate prediction models are the central component in
developing imaging biomarker panels that could provide
insights on host environment, tumor and tissue heteroge-
neity, and tumor microenvironment. AI-based imaging sol-
utions can be used for molecular subtyping, risk
stratification, and prediction of treatment response and
thus hold the promise of delivering precision treatment in
both drug development and patient care.

Figure 34. Impact of fibrosis burden on HCC recurrence.
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Median Technologies is developing a new-generation
AI-based imaging platform, iBiopsyVR (Imaging
BIOmarker Phenomics SYstem). iBiopsyVR is a platform
that can extract comprehensive digital imaging signatures
from the whole organ, using advanced mathematical learn-
ing models for prediction, prognosis, and diagnosis.

In contrast to traditional radiomics,179 iBiopsyVR ’s tech-
nology is based on whole-organ analysis, therefore avoid-
ing variability and error that can occur when only regions
of interest (ROIs) are considered in images. Whole-organ
analysis can also apply to multiple organs, enabling dis-
ease- and stage-agnostic prediction. Inputs include medical
images and multimodal data (e.g., genomics, patient out-
come) to develop AI fit-for-purpose tools. Eventually the
classification should allow patient stratification.iBiopsyVR ’s
ML algorithms was applied to Magnetic Resonance
Elastography (MRE) images to predict liver fibrosis scores
in nonalcoholic steatohepatitis (NASH) patients and dis-
criminate between early- and advanced-liver fibrosis. In
its early stages, NASH remains reversible via diet and life-
style changes, whereas, in its end stages, liver transplanta-
tion may be a patient’s only treatment option. As fibrosis
grade is key in NASH prognosis, there is clinical interest in
establishing reliable and non-invasive tests to distinguish
accurately patients with early versus advanced fibrosis.
Liver biopsy, though used for diagnostic purposes, is not
attractive as the first indication for a number of reasons.

The NASH clinical research network divides fibrosis
into: F0–1: absent or mild fibrosis; F2: significant fibrosis;
F3: bridging fibrosis; and F4: cirrhosis. Of these, only cir-
rhosis can be detected by radiologists on computerized
tomography (CT) or magnetic resonance images (MRI).
Using magnetic resonance elastography (MRE), which
shows stiffness of liver tissue, helps to indirectly measure
liver fibrosis. In a first study, using MRE images, we com-
pared performance in prediction of histological fibrosis
scores between imaging features learned by iBiopsyVR ’s
Convolutional Neural Network (CNN) and those hand-
crafted by experienced radiologists; we found iBiopsyVR to
better predict advanced fibrosis (Figure 33180).

Liver fibrosis is also recognized as a good predictor for
hepatocellular carcinoma (HCC) recurrence.181 In another
study, we applied iBiopsyVR ’s algorithms to CT images from
a cohort of 160 HCC patients. The iBiopsyVR low-risk score
had a significant recurrence-free survival benefit compared
to the iBiopsyVR high-risk score, with a hazard ratio of 4.1;
while the histology fibrosis score gave a hazard ratio of
6.6;182]. The advantage of learning models is the possibility
to add other features to improve prediction. A combined
model (using both histology and iBiopsyVR ) demonstrated
excellent prediction of outcome for patients when both his-
tology and AI confirmed low or high risk (Figure 34).

Immunotherapy is changing the landscape of anti-
cancer therapy. However, more than 50% of patients do
not respond to immune checkpoint inhibitors (ICIs) and
response is even worse in some indications; the objective
response rate in patients with primary liver cancers is about
20%, for example. Imaging biomarkers allow better under-
standing of tumor-host interactions, e.g., CD8 infiltration.
Immune-inflamed tumors are characterized by dense,

functional CD8 infiltration, which provides a higher
chance to respond to ICIs.

A study examined the performance of iBiopsyVR ’s
AI-based imaging solution to predict CD8 infiltration in
HCC patients. Compared to traditional radiomics features,
iBiopsyVR deep-learned features had lower mean average
error. In addition, with iBiopsyVR, no lesion segmentation
was required. Similarly, when a deep CNN with attention
mechanism was applied for CD8 high or low prediction, it
better predicted the immune microenvironment than tradi-
tional radiomics, with an area under the curve of 0.93. Thus,
AI approaches could help us better understand tumor
microenvironment when tissue samples are not available,
with the potential to guide therapy.

There are benefits that AI could bring, but in parallel,
one must realize the potential risks of implementing
AI-based diagnosis for patients. Key considerations are:

• How to deal with AI-generated false positives or
negatives that would have been diagnosed by a
clinician?

• Can AI developed on virtual data sets be translated
into real-world data?

• Are AI tools developed in specific population for
specific use at risk of inappropriate “off-label” use?

In this regard, the FDA has published a discussion paper
on the regulatory framework for modifications to AI/ML-
based software as a medical device (SaMD) (AI/ML based
software as a medical device (SaMD). 2020. https://www.fda.
gov/media/122535/download)

. To date, the FDA has approved several AI-based
SaMDs, whose algorithms were typically “locked” prior
to marketing. However, since algorithms can adapt over
time, we need a practical regulatory approach that allows
such devices to improve, while still providing effective
safeguards.

We support fully the FDA’s suggestions. An approach is
needed which enables early-stage development with a
view to life-cycle enhancement through AI, appreciates
adaptive learning systems, and bases regulatory oversight
on inputs/outputs rather than process. To allow good
products to become available: risk categorization should
not limit the application of continuous learning systems,
Good ML Practices should not burden developers, and
active dialogue with regulators about real-world continu-
ous learning is needed.

Track E: Microbiome, Reinhilde Schoonjans,
PhD, and George E. N. Kass, PhD, European
Food Safety Authority, EU

Themicrobiome found in the food chain and the human gut
have attracted considerable attention from many research
communities and commercial organizations, with the focus
on a sustainable and healthy future. While many scientists
view this topic from the perspective of applications, invest-
ment and commercial opportunities, an urgent question is
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how risk assessors and regulatory scientists can engage to
ensure the safety of the consumer is not compromised.

The microbiome refers collectively to communities of
microorganisms and their genomes in a defined environ-
ment. Microbiomes are composed of many life forms
including bacteria, archaea, viruses, or eukaryotic micro-
organisms (such as protists, fungi, and algae). Because of
their ubiquitous presence, microbiomes occupy a central
position in the “One Health” framework, which
approaches human, animal, and plant health from a new
integrated perspective.

The microbial ecosystem most explored is the micro-
biome of the human gut. This microbial community inter-
acts with the host and the intestinal mucosa. There is
mounting evidence for a role of the gut microbiome in sev-
eral enteric and systemic disorders in humans. Therefore,
interactions between the microbiome and an environmen-
tal chemical modulator might influence the health of the
host through direct chemical-induced changes in the

microbiome composition. The capacity of chemical modu-
lators to induce microbiome changes in animals has been
demonstrated with a variety of pesticides, metals, artificial
sweeteners, and drugs.

In the absence of explicit legal requirements to account
for effects on the microbiome in risk assessment, there is no
guidance or methodology in place to account systematical-
ly for potential effects of regulated substances on the micro-
biome or effects mediated by the microbiome on human,
animal, or plant health. Session E of the GSRS2020 offered a
direct opportunity to reflect on the current knowledge of
the human gut microbiome, the unknowns and the direc-
tion regulatory science could take in terms of methodolo-
gies, data generation and appraisal of evidence. The
purpose of this session was, therefore, to discuss with reg-
ulatory scientists around the world the risk assessment
questions to be asked and the appropriate starting points
for meaningful action in this field, to exchange on ongoing
efforts and to contribute to capacity building in this area.

Figure 36. A type of study design used to assess microbiome influences on toxicity (many variations on this design have been used).

Figure 35. Modulation of exposure-response relationships: mechanisms.
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Martin Iain Bahl, PhD, Technical University, Denmark

The issue of incorporating effects on the human micro-
biome in chemical risk assessment is described.
Considering the human microbiome, it is important to
appreciate that the microbial communities associated with
humans have co-evolved with us through millions of years
of evolution. It is known with certainty that the commensal
bacteria colonizing the gut both play an important role in
metabolism and profoundly influence human health in
many ways. This means that for risk assessment we
might consider human beings as holobiont organisms com-
prising both our own human genome and that of the hun-
dreds of different symbiotic bacterial species associated
with it.183,184 Potential negative effects on the host-
associated microbial community should also be addressed
when considering overall risk assessment of environmental
pollutants. Focusing more specifically on oral exposure to
pesticides, many different substances, including herbicides,
insecticides and fungicides, have been shown to affect the
microbiota composition and or activity when tested under
controlled conditions in vitro or in laboratory animal expo-
sure trials. An example of this is exposure to glyphosate,
which is the active ingredient in several commercially
available herbicides including RoundupVR . For this particu-
lar substance there is a clear mode-of-action attributed to
inhibition of bacterial growth, since many bacteria encode a
homologous target pathway for aromatic amino acid syn-
thesis (phenylalanine, tyrosine, and tryptophan) as found
in plants—namely the Shikimate pathway.185 Several
in vitro trials have indeed shown that bacteria colonizing
the gut are also targets for this pesticide,186 and further-
more, some bacterial species seem to be more sensitive
than others when exposed to glyphosate,187 which could
affect the bacterial community composition in the gut. An
animal exposure trial in rats conducted by me and col-
leagues,188 however suggested that endogenous levels of
aromatic amino acids in the gut environment derived
from dietary components might alleviate the effects on bac-
terial growth following oral exposure. This finding is fur-
ther supported by a study showing a higher degree of
incomplete Shikimate pathways in the genomes of host-
associated bacteria compared with free-living bacterial spe-
cies.189 Despite these observations specifically for glypho-
sate, pointing towards limited effects on gut bacterial
communities, it seems clear that some environmental pol-
lutants do have the capacity to affect bacterial communities
in the gut when challenged with sufficiently high concen-
trations. However, many natural compounds and dietary
choices190 also affect bacterial composition, so to base risk
assessment solely on any measurable change of the gut
microbiota does not seem useful. It is suggested to work
towards developing tools, markers and endpoints to assess
“microbiota disruption”, which could be defined as
induced changes in microbiota composition and/or activity
that are causative to a detrimental health effect. Within the
microbiome research field, the use of germ-free animal
models to demonstrate causality has become the gold stan-
dard. Such studies may in the future help pinpoint which
changes in microbiota composition or activity should be

considered detrimental and thus included as markers in
risk-assessment exposures trials for environmental
pollutants.

Joseph V. Rodricks, PhD, Ramboll, USA

It is reasonable to postulate that the microbiome can play a
role in the development of chemical toxicity. It is well estab-
lished that alterations in the microbiome can lead to
adverse health outcomes of several kinds. It is also well
established that exposures to some chemicals can alter the
microbiome. What remains to be determined is whether
chemically induced microbiome perturbations of specific
kinds can induce adverse health outcomes (toxicities) sep-
arate and apart from those resulting from well-known tox-
icity mechanisms.

It is also well established that uptake and metabolism of
some chemicals can be altered or modulated in several
ways by the microbiome. The consequences for a chemi-
cal’s toxicity profile of these microbiome pathways are
incompletely understood (Figure 35).

Although research on these topics is moving ahead on
several fronts, it is not now possible to evaluate the impor-
tance of these possible mechanisms of microbiome influ-
enced toxicities. It is far from clear that current methods
for studying chemical toxicities—animal and other experi-
mental studies and observational epidemiology studies—
can provide readily identifiable evidence on microbiome
influences. If those influences are significant, then risk
assessments based on such studies may not provide ade-
quate characterizations of human risk.191

What is the existing evidence that particular chemical
exposures or other interventions—dietary interventions,
for example—can affect the assembly, the maturation, or
in germ-free mice? (Figure 36 and literature192,193).

In one study, mice were administered saccharin at doses
equivalent to the usual intake and glucose intolerance was
observed. Fecal microbiomes from unexposed animals
were treated with saccharin in vitro and used to colonize
germ-free mice. Glucose intolerance was observed in these
mice, suggesting a direct causal relationship between
chemically induced changes in the microbiome and host
response.194 In recent years there has been much study of
the possible effects of non-nutritive sweeteners on the gut
microbiome, with possible metabolic effects in the host. The
suggestive evidence from some of these studies does focus
attention on the possible significance of microbiome pertur-
bations and the need for research in this area of food safety.

One significant consequence of finding a significant role
for the microbiome in the development of toxicity concerns
the important matter of variability in response. The com-
position, gene content, and functional characteristics of the
microbiome vary considerably from gestation to death, and
by gender and race, pregnancy status, diet, and geography,
and by body sites (and niches within those sites). By which-
ever mechanistic pathway the microbiome influences tox-
icity outcomes, greater variability in response is expected
than will be seen in the absence of such an influence.
Thus arises the question of whether current uncertainty
factors used to account for variability are adequate. Is it
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possible, for example, that often-observed inconsistencies
in findings from epidemiology studies are due in part to
microbiome-influenced differences in the populations
studied.191

Considerable research is necessary to clear the way to an
understanding of the roles of the microbiome in chemical
toxicities, and the implications of these roles for human risk
assessment. It is also clear that that understanding is nec-
essary to ensure fully adequate food safety decisions.

Key Points

There are good reasons to suspect that some interactions
between chemicals, including food additives, and the gut
microbiome can result in adverse health effects that are
specific to those interactions.

Microbiome mediated effects cannot be recognized in
standard animal toxicity studies or even in epidemiology
studies in selected populations. Specific study designs are
necessary to uncover such effects.

There is yet only indirect evidence that such effects are
important in the development of chemical-related adverse
health effects, but that evidence strongly suggests the need
for targeted research on the subject.

Several issues relating to dose-risk relationships, inter-
and intraspecies extrapolations, and exposure assessment
need to be incorporated into research on chemical-
microbiome interactions. These subjects have yet to receive
significant attention in microbiome related research

It is also likely that targetedmicrobiome-related research
will reveal valuable information about chemical risk, par-
ticularly regarding variabilities in response.

Carmen Pelaez, PhD, Spanish Council for Scientific

Research, Spain

Diet is one of the major factors highly influential in shaping
the gut microbiota. Westernized long-term diets and some
additives and chemicals have been increasingly associated
with chronic non-transmissible diseases. However, there is
no methodology in place to assess the impact of food and
chemicals on the gut microbiome and its potential conse-
quences in human health.

In this overview, general considerations concerning the
effect of food and chemicals on the gut microbiome is dis-
cussed, as well as a number of model systems that can be
successfully used in a tiered approach for the risk assess-
ment of food/chemicals including the gut microbiome.

The intestinal tract is inhabited by a large and diverse
population of microorganisms (and their collective
genomes), termed the gut microbiome. This microbial pop-
ulation connects the human internal physiology with the
external environment and display a vast array of functions
that influence metabolic, immune, cognitive and defense
systems, consequently having an impact on human
health.195

The gut microbiome is largely influenced by major envi-
ronmental factors such as diet, lifestyle including physical
exercise and exposure to antibiotics. But, also age, geo-
graphical location and habits linked to traditional or
Westernized long-term diets play a very relevant role in
the complexity of the gut microbiota and in some cases
have been associated with the emerging increase of chronic
non-transmissible diseases, such as obesity and associated
metabolic diseases, inflammatory bowel diseases, colorec-
tal cancer, and allergies, among others.196 Also, the increase
in scientific evidence over the last years about the potential
interaction between some food additives/chemicals and
the human gut microbiome,197,198 reinforces the need to
revise current risk assessment of food and chemicals by
incorporating their effects on the gut microbiome.

So far, there is no guidance or methodology in place to
systematically assess the impact of food and chemicals on
the gut microbiome. Therefore, there is a need for validated
methodologies that may be used for this purpose and fur-
ther on, to test the hypothesis of causality for potential
microbial negative effects in a dose-response manner.

A standard protocol for risk assessment includes some
major areas of action. Among others, these areas are: (1) to
identify potential hazards, (2) to define the core areas of
interest and the outcomes that relates to toxicity and 3) to
characterize potential hazards using models.

The first area that needs consideration during the assess-
ment is the toxicokinetics of the study compound that
includes its potential metabolization but the gut micro-
biota. This follows a conventional risk assessment protocol

Figure 37. A tiered approach for the risk assessment including the gut microbiome.
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that includes in vitro bioaccessibility (static and dynamic
GIT models including microbiota), intestinal permeability
(USSING Chamber, mucosal sheets, everted sacs, epithelial
cells) and in vivo bioavailability (in situ perfusion, oral bio-
availability). The second area involved is the potential
impact on microbial structure and loss of diversity. This
can have a profound effect on the gut defense mechanisms
leading to an increased risk of infections. Third major area
is whether the compound under study is up or down reg-
ulating the microbial metabolic gene expression and unbal-
ancing the short-chain fatty acids production or any other
key metabolites such as neurotransmitters, that can trigger
metabolic diseases or cognitive dysfunctions.

And the fourth area to study is the microbial-host inter-
action and whether there is any loss of mucosal integrity
that can impair gut defense mechanisms and trigger
inflammatory diseases and allergies.

To characterize potential hazards, analytical tools to
assess the effects on the gut microbiome, are needed. The
microbiome community structure can be profile by using
metagenomic whole genome shotgun sequencing that
allows microbiome species-strain-level resolution and
functional gene assignment. Furthermore, multi-omic
approaches including meta transcriptomics and metabolo-
mics can be combined to understand the dynamics of tran-
scriptional regulation and metabolite production. In silico
analysis is also a powerful tool to reconstruct metabolic
networks at genome scale and predict metabolites pro-
duced by the gut microbiome.199

Despite the enormous potential of the technologies men-
tioned above to point out associations between chemicals
and human diseases, there is still a need for experimental
work. In vitro and ex vivo systems allow for a better control
of conditions than in vivomodels. Flow dynamic simulators
mimicking the gastrointestinal tract are highly reliable for
microbial-chemical interaction studies, but they typically
lack human cells, although this can be overcome by intro-
ducing mucin-covered microcosms in the reactors.200–206

An example of a flow dynamic simulator is the BFBL sim-
ulator developed in Spain which includes a small intestine
and three reactors simulating the ascending, transversal,
and descendant large intestine. Stabilization of composition
and metabolism of fecal microbiota takes place over 14
days, after which the system is fed with the compound
under study.207

Recent developments on polarized epithelial cell lines
grown on 3D scaffolds or even more sophisticated micro-
fluidic devices that allow cyclic peristalsis—like motions
and fluid flow, can facilitate co-culture of human intestinal
cells with commensal microbiota for extended times
and can be used to study barrier function and host-
microbiome interactions.208 They have a potentially mod-
erate physiological relevance, but in some instances, they
still need validation for complex microbial communities.

Beyond in vitro experiments, further in vivo models to
validate the results are needed. The most promising models
to study causation of diseases by a compromised micro-
biome is the germ-free murine model (gnobiotic) as well
as rodents with depleted microbiotas, that are transplanted
with human microbiota (so called Humanized Mice).209

The main limitation of these models is the lack of co-
evolution between the host and the microbes of the donor
that leads to differences in the microbiome–host interaction
between the donor and the recipient species.

Conventional risk assessment for food and chemicals
following OECD Guidelines, includes a tiered approach
where results of studies at higher tiers will supersede
results at lower tiers. When the risk assessment takes into
consideration the impact on the gut microbiome, a similar
tiered approach could be proposed (Figure 37).

Tier 1 based on initial in vitro studies can be designed in
order to obtain reliable data on the effect of the food/chem-
ical on the gut microbial structure and function, as well as
the dose/response relationships. Should the obtained
data indicate preliminary links between the substance
under study and the perturbed gut microbiota, proceeding
to Tier 2 with the use of in vivo animal models and addi-
tional human data, when available, will provide useful
information to establish causality on the final health
outcomes.

In summation, models to assess the potential risk of food
and chemicals including the gut microbiome are increas-
ingly emerging, but some of them may still need certain
adaptations to be applicable in standardized protocols.
Combined multi omic techniques will be extensively used
to address the complexity of the gut microbial community
structure and function in terms of variability and temporal
dynamics. Overall, more research work on risk assessment
to go beyond simple associations until final causation, is
still needed.

Conclusions

It is evident from the previous overviews that emerging
technologies will play a major role in regulatory science
in the future. One could argue that there has been an evo-
lution of use and incorporation of new approaches from the
very beginning of the safety assessment process. As the
pace of development of novel approaches escalates, it is
evident that assessment of the readiness for these new
approaches to be incorporated into the assessment process
is necessary. By examining the areas of AI and ML; Omics,
Biomarkers, and Precision Medicine; Microphysiological
Systems and Stem Cells; Bioimaging and the Microbiome,
clear examples as to how to assess the reproducibility, reli-
ability and robustness of these new technologies have been
revealed. In a group movement, there is a call for product
developers, regulators, and academic researchers to work
together to develop strategies to verify the utility of these
novel approaches to predict impact on human health.
When that occurs, those new technologies that reliably
and routinely provide valid data for safety assessments as
compared to existing procedures and reflecting human
health effects will be incorporated into acceptable testing
regimes.
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a change in the biomarker provides early evidence
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of interest or can be used to assess a pharmacologic
endpoint related to safety concerns.
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